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(5)ABSTRACT


In the majority of real world problems, the interesting quantities
 cannot be measured directly. Instead, some measurable quantities
 are usually related to the interesting quantities via mathematical
 models, and thus information on the interesting quantities can be
 obtained. With stable problems, one can perform a more or less
 straightforward model ﬁtting procedure to gain this information.


Technically, this ﬁtting is usually carried out by minimizing the dif-
 ference between the measurements and the model predictions.


With unstable problems, which are also called inverse problems,
 such straightforward model ﬁtting cannot be employed. Such prob-
 lems can, however, be tackled by using so-called deterministic reg-
 ularization appoaches, or by formulating the problem in the statis-
 tical Bayesian framework. The latter approach is feasible also with
 problems in which the models themselves are only partially known
 or contain errors.


This thesis considers tomographic problems, which are one of
 the largest classes of inverse problems. In particular, we consider
 a soft-ﬁeld tomographic modality which probes the unknown ob-
 ject via electric ﬁelds. As speciﬁc technical model uncertainties,
 we consider the domain truncation problem in which the computa-
 tions are carried out in a small region of interest, and the problem
 in which some uninteresting unknown quantities need to be han-
 dled in an efﬁcient manner. Furthermore, the focus in this thesis
 is on models and approaches that facilitate efﬁcient computations.


Thus, simultaneous model reduction is also considered. As particu-
 lar applications, we consider speciﬁc problems in hydrogeophysics
 and process tomography.


The methods and results in this thesis show that the recently
proposed approximation error approach is a feasible one for the
considered model uncertainties, as well as simultaneous model re-
duction. Most of the studies address only the feasibility of the com-
putational approaches but in one case we also show that the frame-
work is feasible with dynamical laboratory measurement setup.



(6)when the ubiquitous modeling errors and uncertainties are treated
 properly. Furthermore, making the applications industrially fea-
 sible by employing simultaneous model reduction is possible by
 using the same formalism. This property reduces the overhead of
 developing the approach for speciﬁc industrial problems.


Universal Decimal Classiﬁcation: 537.311.6, 550.3, 556.012, 621.3.011.2,
 621.317.33


PACS Classiﬁcation: 02.30.Zz, 06.20.Dk, 81.70.Tx, 84.37.+q, 87.63.Pn
 INSPEC Thesaurus: inverse problems; tomography; electric resistance
 measurement; electric impedance measurement; process monitoring; hy-
 drology; geophysics; uncertainty handling; errors; modelling


Yleinen suomalainen asiasanasto: tomograﬁa; prosessit; monitorointi; tarkkailu;


hydrologia; geofysiikka; epvarmuus; virheet; mallintaminen



(7)ABBREVIATIONS


2D Two-dimensional


3D Three-dimensional


CEM Complete electrode model


ERT/EIT Electrical resistance (impedance) tomography


EKF Extended Kalman ﬁlter


MCMC Markov Chain Monte Carlo


MAP Maximum a posteriori


NOTATIONS


V Data vector (voltage observations)


σ Electrical conductivity


π Probapility density function


π(σ,V) Joint density of parameters and data
 π(σ|V) Posterior density


π(V|σ) Likelihood density


π(σ) Prior density


v Gaussian observation noise


St Time-varying variable


ht Evolution model


gt Observation model


ωt State noise


t Observation noise


U¯ Accurate complete electrode model


also referred as forward model for EIT/ERT


z Contact impedance



(8)P Projection operator


U Computationally reduced forward model


e∗ Mean value ofe


Γ Covariance matrix


r Position vector


u Potential distribution


Ω Domain


∂Ω Boundary ofΩ


Nel Number of electrodes


e lth electrode


z Contact impedance on lth electrode
 U Potential on theth electrode
 RN N-dimensional real space


I Injected current through electrodee


Z Augmented variable


Ξt Augmented variable


φ Porosity


K Unsaturated hydraulic conductivity


Pc Capillary pressure


ρw Water density


g Gravitational constant


ˆ


z Unit vector


k Absolute permeability


krel Relative permeability
 μw Dynamic viscosity of water


m Soil-speciﬁc parameter


α Soil-speciﬁc parameter


Se Effective water saturation
 Swr Residual water saturation


σw Electrical conductivity of the liquid phase


b Cementation index


n Saturation index


c Concentration distribution


v Velocity ﬁeld
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1 Introduction


Tomography, in the wide sense, refers to the construction of the in-
 ternal structure of an object based on measurement that are carried
 out only outside of the object. The internal structure can be probed,
 for example, using X-rays or electromagnetic ﬁelds. The most com-
 mon and well known tomographic modality is X-ray tomography,
 which is widely used in biomedical imaging [1]. Different prob-
 ing ﬁelds interact with the target material in different ways and
 convey comlementary information on the target structure. For ex-
 ample, X-ray tomography essentially probes the distribution of the
 mass density. On the other hand, the interaction of electromagnetic
 ﬁelds with the target depends signiﬁcantly on the used frequency,
 or wavelength of the ﬁeld. In this thesis, we use low frequency elec-
 tric ﬁelds, using a modality called electrical resistance tomography
 (ERT), or electrical impedance tomography (EIT).


In hydrogeophysics, one uses geophysical methods, such as ERT
 or seismic methods, to answer questions that are related to sub-
 surface water distribution, or the ﬂow of water or contaminants,
 see for further information [2]. These questions may be related to
 the distribution or ﬂow itself, or to the characteristics of the sub-
 surface that permit the ﬂow. If, for example, we are interested in
 how a particular ground patch would conduct contaminated water
 spill and whether the contamination would eventually end in an
 aquifer, we would typically need to know the spatial distribution
 of hydraulic parameters ﬁrst. Geophysical methods would in this
 case be needed for the estimation of these parameters. In this the-
 sis, we consider a particular case in which the water is not driven
 by hydraulics, but by capillary and other similar physical processes.


Such cases are called vadoze (zones) [3].


In process tomography, the task is to probe the innards of pro-
cess vessels, mixers, pipelines, reactors and other targets used in
process industry. Typical tasks are to monitor the state of mix-



(18)ing, detection of air or gas, progress of chemical reactions and es-
 timation of mass ﬂow. Very often, the (possibly multi-phase) ﬂuid
 should be homogeneous on some scale, and the detection of devi-
 ation from homogeneity is an intermediate task. With respect to
 modalities, electromagnetic modalities such as ERT, EIT and elec-
 trical capacitance tomography (ECT), are by far the most common
 ones [4, 5].


Modeling is needed when the entities (variables) that we are
 interested in, are not directly observable. On the other hand, we
 are able to observe some other variables, which are connected to the
 interesting variables through models. The straightforward classical
 use of the models would then be to carry out the observations,
 and ﬁnd such parameters (interesting entities) that best ﬁt to the
 observations via the model.


One of the key issues in modeling is that models are always
 mere approximations to, not exact representation of physical real-
 ity, and are always subject to uncertainties and errors. The largest
 class of models that relate the interesting and observable variables,
 are partial differential equations (PDE’s) and the related initial-
 boundary value problems. In some cases, PDE models can be
 claimed to be quite accurate, in other, they are known to be highly
 approximate idealizations. In addition to the PDE models being
 approximate themselves, further approximations and errors are in-
 troduced via different types of sources. For example, numerical
 approximations have almost always to be used, which induces dis-
 cretization errors, some of the conventionally required boundary
 data (conditions) are not known, and the geometry of the target
 may only be approximatively known. Furthermore, in some prob-
 lems, the locations of where the measurements were made might
 not be exactly known.


To further complicate the overall problem, many practical ap-
plications presume that all computations are carried out with very
limited computational arsenal and possibly in a time frame of a
millisecond, while conventional numerical considerations would of-
ten require using several seconds for the particular computations.
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Thus, even in cases in which a very good model would be avail-
 able, this model could not be used in practice. This is particularly
 common in process tomography applications. Whereas, in hydro-
 geophysics, the processes are typically temporally very slow, in pro-
 cess tomography the processes are often very fast. Other than this
 difference, the modeling and computational problems that are re-
 lated to hydrogeophysical and process tomography are either the
 same or at least similar.


Computational models have been successfully used in science
 and engineering for decades and even centuries. Why, then, are
 uncertainties claimed to be particular problems in the above? The
 answer here is that tomographic problems are a typical example
 of inverse problems, which by loosely speaking are deﬁned to be
 problems that tolerate errors and uncertainties poorly [6, 7]. Classi-
 cal successful examples of modeling are stable problems.


In many ﬁelds of science and engineering, proprietary, and often
 very approximate, methods have been developed and used since
 the 1930s, the classical theory of inverse problems can be said to
 have been originated in the 1960s and to have been well established
 in the 80s and 90s [8–13].


The classical theory considers the models as known and accu-
 rate, and the measurement (observation) errors to be small or even
 inﬁnitesimal. As note above, in most practical inverse problems, the
 models are not accurate, and furthermore, the measurement errors
 can often not be considered to be small. The classical theory for the
 solution of inverse problems, the regularization theory, is often not
 well suited to dealing with inverse problems with approximative
 and uncertain models [14–16].


The most natural approach to model errors and uncertainties, is
obviously statistics. This means that originally deterministic mod-
els, such as the convection-diffusion model, are turned to their
stochastic counterparts. This, then, requires the further modeling
of the underlying statistics of the models. With respect to choos-
ing between the frequentist and Bayesian frameworks for statistics,
the instability of inverse problems points directly to the Bayesian



(20)framework. In this framework, all primary and secondary uncer-
 tainties and errors are modelled explicitly. This is an essential fea-
 ture when the computational models are constructed so that they
 tolerate unavoidable modeling related uncertainties. In this thesis,
 the so-called approximation error approach is used as a building
 block in the overall construction of the computational models.


Aims of the thesis


In this thesis, we consider four typical sources of errors and uncer-
 tainties and typical related cases. The ﬁrst uncertainty, the partially
 unknown boundary data (or conditions), can be argued to be the
 most common one. In almost all computational inverse problems
 that are governed by partial differential equations and the related
 boundary value problems, the whole domain can not be modelled.


Instead, only a subdomain around the region of interest is mod-
 elled, and the computational domain is truncated to include this
 subdomain only. On these truncation boundaries, the boundary
 conditions are not known. Employing standard off-the-shelf bound-
 ary conditions will in most cases render the solutions useless and
 meaningless. Paper I deals with this particular problem. The ap-
 proximation error approach is employed to construct the statistical
 model for the observation errors that are related to the unknown
 boundary conditions. The application that is considered is geo-
 physical ERT.


Papers II and III deal with nonstationary hydrogeophysical prob-
 lems, in which the unknowns are modelled as stochastic processes.


State estimation approaches, such as Kalman ﬁlters, are typically
used for the solution of such problems. The uncertainties here are
related to the modeling of the statistics of these processes. The
feasibility of these models is shown to be an essential requirement
for the overall solvability of the problem. In addition, in Paper III,
we consider the additional uncertainty of not knowing the central
hydrological parameter (permittivity) when estimating the ﬂow of
water in a simulated injection case. Furthermore, we consider an
approach to update the statistics of the related stochastic processes
as time evolves and further observations are acquired.
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In Paper IV, we again consider the nonstationary inversion prob-
lem, here in the context of process tomography. In this case, the
principal uncertainty is related to symmetry, and is not inherent to
the overall problem. Instead, the symmetry problem is induced via
the practical problem of constructing a two-dimensional measure-
ment sensor in a three-dimensional situation. The approach here is
to construct a special nonstationary model which breaks the sym-
metry problem. The modeling of the unknown boundary condi-
tions and other uncertainties as a stochastic process plays a central
role in this task.
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2 Inverse Problems


2.1 BAYESIAN FRAMEWORK FOR INVERSE PROBLEMS
 The classical theory of ill-posed problems has been developed since
 the 60’s [8–11] and produced a number of different approaches,
 such as truncated singular value decomposition, Tikhonov regular-
 ization, stopped iterative methods, to accompany the obvious pro-
 jection approaches, see for example [6, 7, 12, 13, 17]. These methods
 are referred to asregularization methods.


Regularization methods are not based on explicit models for
 the unknowns, except in the case of some projection methods [18,
 19]. However, these methods can be argued to employ implicit
 models, which is clearest in the case of truncated singular value
 decomposition [14]. Also, the deterministic methods usually seek
 only to ﬁnd a single solution for the problem, possibly with some
 error estimates based, for example, on sensitivity analysis. These
 error estimates do not, however, generally bear any clear (statistical)
 interpretation. Also, regularization methods are implicitly based on
 a number of assumptions which may not be valid [14]. For example,
 using 2-norm based functionals (to be minimized) usually refers to
 an additive noise model with independent identically distributed
 Gaussian errors.


In statistical (Bayesian) inversion theory all variables are mod-
 elled explicitly and are considered as random variables, see [14–16,
 20, 21]. Given the measurements, the primary objective in Bayesian
 inversion is to determine the posterior probability density of the
 quantity of interest, given the measurements. The posterior density
 can be understood as the solution of the inverse problem, providing
 the basis for computing various point estimates as well as spread
 and interval estimates, and posterior marginal distributions.


Bayesian inversion is a hierarchical process which ﬁrst calls for
the modeling of the measurement process and the unknown, with
special reference to the actual uncertainties of the models. These



(24)models, the likelihood model and the prior model, respectively, to-
 gether with the measurements ﬁx the uncertainty of the unknowns
 given the measurements. Formally, this uncertainty is given in the
 form of theposterior distributionwhich is then subject to exploration,
 for example, using MCMC sampling [14, 16, 22, 23]. It is of central
 importance that the modeling of the measurement process and the
 modeling of the unknowns are carried out separately. This is not
 usually the case with regularization methods in which a change in
 measurement setting may change the implicit model for unknowns.


In the following, we use notations that are most common for
 the electrical impedance tomograhy case, that is, the measurements
 are voltages on electrodes and are denoted by V, and the primary
 unknown is (a parametrization of) the resistivity or conductivity
 distribution and is denoted by σ. Probability density functions are
 denoted byπ. It is central to bear in mind that all distributions are
 to be understood as models, although they would occasionally be
 referred simply to as distributions.


Let us assume that the continuous random variables σ ∈ RN
 and V ∈ RNV have a joint probability density π(σ,V). According
 to the deﬁnition of conditional densities, the joint density can be
 expressed as


π(σ,V) =π(σ|V)π(V) =π(V|σ)π(σ), (2.1)
 where the marginal densities are


π(V) =





RNπ(σ,V)dσ and π(σ) =





RNV π(σ,V)dV.


From (2.1) we obtain the conditional probability density
 π(σ|V) = π(V|σ)π(σ)


π(V) ∝π(V|σ)π(σ),


which is the well-known Bayes’ rule. Once observations are ob-
 tained, Bayes’ formula allows us to calculate the posterior density.


Above, we assumed that the joint probability densityπ(σ,V) =
π(V|σ)π(σ) is known. The density π(V|σ), which is called the
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likelihood model, which typically consists of a deterministic for-
 ward model and a statistical model of the observation noise e. In
 addition, the marginal density (model) π(σ) must be constructed.


In statistical inversion,π(σ)is called the prior density (model). The
 modelπ(σ)is constructed on the basis of knowledge on the quan-
 tity of interest before any measurements are carried out. The con-
 struction of the prior model is an important step, and care must be
 taken so that the model is not too restrictive, and that it is feasible.


For discussion on feasibility of models in Bayesian inversion, see
 for example, [24].


With inverse problems, the construction of the likelihood model
 is much more critical. This is due to the fact that the likelihood
 densities are typically very narrow, and mismodeling, and espe-
 cially underestimating, the uncertainties and errors will almost in-
 variably lead to an infeasible posterior model. This means that the
 actual unknown can have essentially vanishing probability with re-
 spect to the posterior model. This property makes inverse problems
 a special class of Bayesian inference problems. See [21, 24] for fur-
 ther discussion on this topic.


In the case of additive Gaussian observation noise which is
 mutually independent with the primary unknown, we can write
 v = V−R(σ) ∼ N(v∗,Γv), where N denotes a Gaussian density
 function, the likelihood density is of the form


π(V|σ)∝exp
 


−1


2(V−R(σ)−v∗)TΓ−v1(V−R(σ)−v∗)
 


.
 Further, assuming thatπ(σ) =N(σ∗,Γσ)and assuming thatv and
 σare mutually independent, the posterior density is


π(σ|V)∝exp{ − 1


2(V−R(σ)−v∗)TΓ−v1(V−R(σ)−v∗)


−1


2(σ−σ∗)TΓ−σ1(σ−σ∗)
 


.


In high-dimensional problems, posterior densities are difﬁcult to il-
lustrate; the solution is thus reported by computing point estimates.



(26)For example, the maximum a posteriori (MAP) estimate is given by
 σˆMAP=arg max


σ π(σ|V).
 and the conditional mean (CM) by


σˆCM=E{σ|V}=





RNσπ(σ|V)dσ.


In addition to point estimates such as the MAP and CM esti-
 mates, marginal densities of single variables or pairs of variables
 are often of interest. Furthermore, some spread estimates are also
 typically computed. In particular, (an approximation for) the con-
 ditional covariance is almost always computed.


Giving an answer to a general statistical question regarding the
 posterior uncertainty, in general, requires the implementation of
 a Markov chain Monte Carlo (MCMC) algorithm that attempts to
 yield a representative ensemble of samples from the posterior dis-
 tribution. The MCMC based inference is almost invariably an in-
 feasible alternative when end applications are considered. In this
 thesis, we do not consider MCMC sampling and general inference.


Rather, the focus is on Bayesian modeling and carrying out approx-
 imate inference that is based on afeasible posterior model.


2.2 NONSTATIONARY INVERSE PROBLEMS AND STATE ES-
 TIMATION


Inverse problems in which the unknowns are time-varying, are re-
 ferred to as dynamic, time-varying, or nonstationary inverse prob-
 lems [14, 19, 25]. Several inverse problems are nonstationary in the
 sense that the unknown is naturally a time-varying variable. These
 problems are also naturally considered in the Bayesian framework.


Nonstationary inverse problems are usually written as evolution-
 observation models (or evolution-measurement models) in which
 the evolution of the unknown is typically modelled as a (vector-
 valued) stochastic process.


Problems in which the primary unknowns are explicitly time-
varying and can be modelled as stochastic processes, are calledstate
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estimation problems. The related algorithms are sequential and in the
 most general form are of the Monte Carlo type [26]. However, the
 most commonly used algorithms are based on the Kalman recur-
 sions [14, 27–29], see also the review on state estimation in process
 tomography in [30].


The sequential Bayesian ﬁltering approach to solve the state es-
 timation problem can be described as follows. Let St be a ﬁnite
 dimensional time-varying variable. If conductivity is time varying
 and the only time-dependent unknown, we would write St = σt.
 Often, however, we would write St = (σt,ξt) where ξt is another
 unknown (as in [IV]), orSt could be a variable that depends on σt


(as in [II,III]).


The task is to estimateSt based on some observationsVt. More
 speciﬁcally, let St and Vt be stochastic processes deﬁned for dis-
 crete time indices t = 1, 2, . . . ,T. Let the evolution of the state be
 modeled as a ﬁrst order Markov process


St+1 =ht(St,ωt) (2.2)
 and the state is observed as described by the observation model:


Vt= gt(St,t). (2.3)
 Here,ht andgtare assumed to be known, possibly nonlinear, func-
 tions. The temporally uncorrelated random vectorsωt and t rep-
 resent the state noise and observation noise, respectively. The con-
 ditional probability densities p(Vt|St) and p(St|St−1) are related
 to the observation and evolution models, and are called the like-
 lihood density and the evolution (or prediction) density, respec-
 tively. The objective of ﬁltering is to determine the posterior dis-
 tribution of the state St conditioned on a set of the observations
 Dt ={V1,V2, . . . ,Vt}obtained by that time. Filtering can be under-
 stood as a process in which the knowledge of the system is updated
 each time a new observation is made.


The updating process is a recursive scheme in which the evolu-
tion updating step and the observation updating step alternate. The
density for the ﬁrst state,p(S0|D0) = p(S0), reﬂects the uncertainty
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 recursively with the following updating formulas:


1. Evolution (time) update
 p(St|Dt−1) =





p(St|St−1)p(St−1|Dt−1)dSt−1 (2.4)
 2. Observation (measurement) update


p(St|Dt) = p(Vt|St)p(St|Dt−1)


p(Vt|Dt−1) (2.5)
 where


p(Vt|Dt−1) =





p(Vt|St)p(St|Dt−1)dSt. (2.6)
 The probability density obtained from the evolution updating can
 be interpreted as the sequentially generated, time-evolving prior
 model for the state St.


For Gaussian linear systems, the mean square state estimates
 as well as the conditional covariances and marginal densities can
 be computed using the classical Kalman ﬁlter algorithm. Approx-
 imate solutions to nonlinear problems are typically computed us-
 ing different versions of the extended Kalman ﬁlter (EKF), which
 are based on sequential linearization of the observation model, and
 sometimes also the evolution model. Furthermore, the linearization
 can be carried out around different states. In highly nonlinear prob-
 lems – such as those involving ﬂow of water in unsaturated porous
 media – care must be taken in choosing the version of the extended
 Kalman ﬁlter. In this thesis, we employ the extended Kalman ﬁlter
 (EKF) that is sequentially linearized in the predictor estimate. For
 texts in state estimation, we refer to [29, 31] in general, to [14, 32]


in connnection to nonstationary inverse problems, and to [30] in
 connection to general state space modeling.


2.3 TOMOGRAPHIC MODALITIES


In practice, tomography refers to estimating the internal structure
of an object when measurements can be carried out only outside
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the object, or at least outside the region of interest. The informa-
 tion about the interior can be obtained, for example, by probing the
 object with “hard ﬁeld” radiation: high energy photons such as X-
 rays, or particles, such as neutrons. The ﬂuxes of outgoing photons
 or neutrons are then measured at some locations around the ob-
 ject. Excluding biomedical applications, the “soft-ﬁeld” modalities
 such as electrical impedance (resistance) tomography, optical (dif-
 fusion) tomography, ulrasound and thermal tomography are more
 common. The soft-ﬁeld modalities are usually also called diffuse
 modalities since, generally, all measurements depend on the object
 properties in all of the object domain. For reviews of different to-
 mographic modalities, see, for example, [1, 4, 5, 33].


In this thesis, we deal exclusively with the electrical resistance
tomography (ERT), which is the same as electrical impedance to-
mography (EIT) except that the phase shift of measurements is ig-
nored. It is a common practice, however, to refer to EIT also when
the phase shifts are ignored. The currently best known physical
model for EIT/ERT is called hecomplete electrode modeland is treated
in Section 4.3.
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3 Uncertainties and approx- imation errors


3.1 UNCERTAINTIES IN MATHEMATICAL MODELING
 In the general ﬁeld of inverse problems, the modeling of uncer-
 tainties has been gaining systematic attention only recently, and is
 mainly considered within the Bayesian framework [14]. Model er-
 rors have only seldom been considered in the deterministic frame-
 work, for an example, see [34]. In the deterministic framework it
 is possible to derive error bounds under model errors but it is very
 difﬁcult to take any of these errors into account in the reconstruc-
 tion itself.


Distributed parameter estimation problems induced by partial
 differential equations and the related initial-boundary value prob-
 lems (such as EIT) constitute perhaps the largest class of inverse
 problems. Such models provide always a more or less simpliﬁed
 approximation for the physical reality. For example, the following
 modeling problems are common:


• The domain (geometry) is unknown or poorly known [35–38]


and [I]


• The location or other properties of measurement sensors is
 only approximately known [39] and [IV]


• Measurement noise statistics is poorly known [15, 40]


• Simpliﬁed or approximate physical measurement models are
 used [41] and [III]


• Models for the unknown variables (prior models) are uncer-
 tain [42, 43] and [III,IV]


• Boundary conditions are partially unknown [44–46] and [I,III,IV]


Technically, there are two main approaches to model the un-
certainties: small-dimensional uncertainties can often be modelled
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 tianties (especially when computational efﬁciency is important) can
 be handled using the approximation error approach, which is also
 used in this thesis, see Section 3.4.


3.2 UNCERTAINTIES IN HYDROGEOPHYSICS


In hydrogeophysics, one is typically interested in a single distributed
 parameter, such as saturation, while a large number of unknown
 secondary distributed parameters are typically handled by insert-
 ing a nominal spatially constant value for the variables. Since the
 uninteresting parameters may occupy several orders of magnitude,
 such as permeability does, the induced errors in the estimates may
 be signiﬁcant. Basically, there are three sets of model parameters
 that may contain signiﬁcant uncertainties. The ﬁrst two ones are
 the hydro(geo)logical parameters that describe the ﬂows, and the
 petrophysical parameters that are related to the mappings between
 the ﬂows and the measurable variables, as discussed, for example
 in [47, 48] .


The geometry itself, however, can be taken to form a third set
 of parameters in ﬁeld measurements. The sensor locations are
 typically uncertain with both surface and borehole measurements
 [49, 50], and the ground surface topography is seldom modelled
 properly. When ground penetrating radar (GPR) and ray tracing
 forward models are used, It has been noted that the modeling un-
 certainties may induce signiﬁcant bias to the estimates [51]. Similar
 observations have been made with respect to errors in petrophysical
 parameters [52, 53]


There have been some attempts to take the modeling errors
into account, such as weighting the measurements [54] and mod-
eling errors as colored noise [55]. Systematic comprehensive ap-
proaches have not been introduced to model errors in hydrogeo-
physical imaging.
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3.3 UNCERTAINTIES IN PROCESS TOMOGRAPHY


In process tomography, the geometry of the entire object (such as a
 pipeline) is typically very well known. In addition, the location of
 the electrodes (or other sensors) are nowadays known accurately
 since machining is computer controlled. In pipeline ﬂow situa-
 tions, however, the computational domain is typically truncated to
 include only the electrode array and it’s immediate surroundings.


Thus, the boundary conditions of the PDE models on the bound-
 aries of the computational domain are (again) unknown [14, 44].


In process vessels such as ﬂotation cells and some types of biore-
 actors, the height of the surface of the liquid or suspension in the
 vessel can be unknown. Also, the upper part of the vessel may be
 occupied by a very poorly conducting froth so that the practical
 upper level of the domain is the surface of the liquid phase. This
 level, furthermore, can be time-varying on both the fast and slow
 time scales [4].


The properties of the sensors can also be both unknown and
 time-varying, for example, due to corrosion or contamination. In
 EIT, in particular, the contact impedances depend on the compo-
 sition of the target (on a short time scale) and also on contamina-
 tion (on a long time scale), and these impedances cannot be mea-
 sured directly and independently of the primary unknown. Thus,
 in practical process tomography using EIT measurements, the con-
 tact impedances also have to be modeled as (time-varying) uncer-
 tainties [IV], or marginalized.


The typical EIT measurement models are valid for low frequen-
 cies and non-magnetic targets. In some mining-related processes,
 the ores may contain ferromagnetic particles but the typically in
 such small relative quantities that this is probably not a major prob-
 lem. The main sources of errors are probably model reduction and
 contact impedances (if they are not estimated simutaneously).


The evolution models in nonstationary (time-varying) cases, how-
ever, are practically always highly approximative. In theory, mul-
tiphase and turbulent computational ﬂuid dynamics (CFD) models
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 the computational models have to be kept extremely efﬁcient using
 very limited computational resources, and evolution models using
 high end CFD models may not be practicable. Most evolution mod-
 els that have been employed, are either stationary or nostationary
 Navier-Stokes models, or even simpler ones such as plug ﬂow mod-
 els [44, 56–58]. In practice, even stationary single phase models
 have been shown to be feasible even for nonstationary multiphase
 ﬂows [59–61], [IV].


In pipeline ﬂows, the boundary conditions of the evolution mod-
 els on the input boundary is the most crucial uncertainty [56, 60].


Moreover, these conditions are time varying on all time scales. Philo-
 sophically, if we knew the conditions on the input boundary, we
 would not need to carry out any measurements. Thus, the (Dirich-
 let) boundary conditions need to be modelled as stochastic pro-
 cesses, and typically marginalized, see [44], [IV].


Whereas the number of secondary unknowns in a hydrogeolog-
 ical state evolution model can be large, there is a dominant dis-
 tributed parameter with typical pipeline ﬂow problems: the ve-
 locity ﬁeld. This has been treated as a ﬁxed (incorrect) nominal
 ﬁeld (typically parabolic ﬂow proﬁle) [44], estimated as a proﬁle
 only [61] marginalized entirely and embedded in the (approxima-
 tion error) state noise [62] or marginalized partially, while the main
 principal components have been estimated simultaneously with the
 conductivity [58]. The appropriate approach depends naturally
 heavily on the ﬂow dynamics.


3.4 APPROXIMATION ERROR APPROACH


The approximation error approach was introduced in [14, 63] origi-
 nally to handle pure model reduction errors. For example, in elec-
 trical impedance (resistance) tomography (EIT, ERT) and deconvo-
 lution problems, it was shown that signiﬁcant model reduction is
 possible without essentially sacriﬁcing the feasibility of estimates.


With EIT, for example, this means that very low dimensional ﬁnite
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element approximations can be used. Later, the approach has also
 been applied to handle other kinds of approximation and mod-
 eling errors as well as other inverse problems: model reduction,
 unknown anisotropy structures and approximate marginalization
 of unknown but uninteresting scattering coefﬁcient in diffuse opti-
 cal tomography were treated in [35, 36, 43, 64]. Missing boundary
 data in geophysical ERT/EIT was considered in [I]. Furthermore,
 in [39,65] the problem of recovery from simultaneous domain trun-
 cation and model reduction was found to be possible, and in [37,38]


the recovery from the errors related to inaccurately known body
 shape was shown to be feasible. The most comprehensive treat-
 ments of the approximation error theory in the stationary case can
 be found in [24, 43].


In the following, we consider the case in which we have aux-
 iliary (uninteresting) unknowns in addition to the interesting un-
 knowns, and we also wish to use a (possibly signiﬁcantly) approx-
 imative model in the construction of the likelihood model. We fol-
 low [43] and [24] in which the details can be found.


In what follows, an overbar refers to an accurate model. Let
 V =U¯(σ,¯ z,ξ) +e∈Rm


denote an accurate model for the relation between the potential
 measurements and the unknowns (in the context of EIT, the vari-
 ables can be interpreted as) conductivity σ, contact impedances z,
 boundary conditionsξ, and let the additive errorsebe mutually in-
 dependent with(σ,¯ z,ξ). The (accurate) complete electrode model
 U¯ and the related variables of the forward model for EIT/ERT are
 described in Section 4.3.


Below, we approximate the accurate representation of the pri-
 mary unknown ¯σ byσ = Pσ¯ where P is a projection operator. Let
 π(σ,z,ξ,e)be the model for the joint distribution of the unknowns.


Instead of using the accurate forward model(σ,¯ z,ξ)→U¯(σ,¯ z,ξ)
 with(x,¯ z,ξ)as the unknowns, we ﬁx the random variables(z,ξ)←
 (z0,ξ0)and use a computationally reduced model


σ→U(σ,z0,ξ0)
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V = U¯(σ,¯ z,ξ) +e (3.1)


= U(σ,z0,ξ0) +U¯(σ,¯ z,ξ)−U(σ,z0,ξ0)+e (3.2)


= U(σ,z0,ξ0) +ε+e (3.3)


where we deﬁne theapproximation errorε= ϕ(σ,¯ z,ξ) =U¯(σ,¯ z,ξ)−
 U(σ,z0,ξ0). The expresion (3.3) is exact but not (yet) generally use-
 ful.


Using the Bayes’ formula we get


π(V,σ,z,ξ,e,ε) = π(V|σ,z,ξ,e,ε)π(σ,z,ξ,e,ε)


= δ(V−U(σ,z0,ξ0)−e−ε)
 π(e,ε|σ,z,ξ)π(z,ξ|σ)π(σ)


= π(V,z,ξ,e,ε|σ)π(σ)


giving the likelihood
 π(V|σ) =


   


π(V,z,ξ,e,ε|σ)de dεdz dξ


= δ(V−U(σ,z0,ξ0)−e−ε)π(e,ε|σ)de dε


=





πe(V−U(σ,z0,ξ0)−ε)πε|σ(ε|σ)dε (3.4)
 Next, bothπeandπε|σ are approximated with normal distribu-
 tions. Let the normal approximation for the joint density π(ε,σ)
 be


π(ε,σ)∝exp


⎧⎨


⎩−1
 2


 ε−ε∗


σ−σ∗


T


Γε Γεσ


Γσε Γσ


−1
 ε−ε∗


σ−σ∗


⎫⎬


⎭
 (3.5)
 Thus we writee∼ N(e∗,Γe)andε|σ∼ N(ε∗,σ,Γε|σ)where


ε∗,σ = ε∗+ΓεσΓ−σ1(σ−σ∗) (3.6)
Γε|σ = Γε−ΓεσΓ−σ1Γσε (3.7)
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Deﬁne ν = e+ε so that ν|σ = e+ε|σ and ν|σ ∼ N(ν∗|σ,Γν|σ)
 where


ν∗|σ = e∗+ε∗+ΓεσΓ−σ1(σ−σ∗) (3.8)
 Γν|σ = Γe+Γε−ΓεσΓ−σ1Γσε (3.9)
 Thus, we obtain the approximate likelihood model


V|σ∼ N(V−U(σ,z0,ξ0)−ν∗|σ,Γν|σ)


Assuming that we have a normal prior model N(σ∗,Γσ), we
 obtain the approximation for the posterior distribution


π(σ|V)∝π(V|σ)π(σ)∝exp
 


−1
 2Ψ(σ)





whereΨ(σ)is


Ψ(σ) = (V−U(σ,z0,ξ0)−ν∗|σ)TΓ−ν|1σ(V−U(σ,z0,ξ0)−ν∗|σ)
 + (σ−σ∗)TΓ−σ1(σ−σ∗)


= Lν|σ(V−U(σ,z0,ξ0)−ν∗|σ)2+Lσ(σ−σ∗)2 (3.10)
 and whereΓ−ν|1σ= LTν|σLν|σ,Γ−σ1= LTσLσ andν∗|σ =ν∗|σ(σ).


The MAP estimate of σ with the approximation error model is
 obtained by


σˆ =arg min


σ


Lν|σ(V−U(σ,z0,ξ0)−ν∗|σ)2+Lσ(σ−σ∗)2
 (3.11)
 An estimate for the posterior covariance is computed by linearizing
 U(σ,z0,ξ0)atσ= σˆ


Γˆσ|d≈ J˜TΓ−ν|1σJ˜+Γ−σ1−1 (3.12)
 where ˜J = J+ΓεσΓ−σ1and J is the Jacobian ofU(σ,z0,ξ0)evaluated
 atσ =σˆ .


In practice, one proceeds as follows. Denote η= (σ,z,ξ). Once
the model π(σ,z,ξ) is constructed, one computes an ensemble of
draws {η(), = 1, . . . ,M} and then computes the respective ap-
proximation errorsε(). All second order statistics is then estimated
via sample averages.
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 The approximation error approach was extended to nonstationary
 inverse problems in [66] in which linear nonstationary (heat trans-
 fer) problems were considered, and in [67] and [68] in which non-
 linear problems and state space identiﬁcation problems were con-
 sidered, respectively.


The earliest similar but partial treatment in the framework on
 nonstationary inverse problems was considered in [44] in which
 the the boundary data that is related to stochastic convection diffu-
 sion models was partially unknown. A modiﬁcation in which the
 approximation error statistics can be updated with accumulating
 information was proposed in [III] in the context of hydrogeophysi-
 cal monitoring and in the context of ﬂow monitoring in [69].


The treatment of modeling and approximation errors for nonsta-
 tionary inverse problems was initiated in [44]. The analysis based
 on the semigroup formulation was treated in [70]. The systematic
 approach for numerical and computational implementation was de-
 veloped in [66–68]. Recently, uncertainties in the hydrogeophysi-
 cal Kalman ﬁltering have been considered in [71–73]. They imple-
 mented an ad hoc stochastic forcing term to model the uncertain-
 ties. In the present paper we propose a more systematic approach
 to the modeling of the stochastics of the evolution model.


In a nutshell, if the accurate state space model is of the form
 σ¯t+1 = F¯t(σ¯t,zt,ξt) +wt


Vt = =U¯t(σ¯t,zt,ξt) +et
 this is turned to an approximate model


σt+1 = Ft(σt,z0,ξ0) +wt+ht
 Vt = Ut(σt,z0,ξ0) +et+qt


where the stochastic processes ht andqt are introduced by the ap-
proximation process, and (z0,ξ0) are some ﬁxed values, possibly
related to contact impedances, boundary values, and/or uninter-
esting distributed parameters (especially in hydrogeophysics).



(39)Uncertainties and approximation errors


State space models that are relevant in hydrogeophysics (in the
vadose, or unsaturated, conditions) and process tomography , are
discussed in Sections 5.2, [II,III], and 6.1, [IV], respectively. An ex-
tension to the approximation error approach that uses importance
sampling to update the statistics of the approximation error pro-
cesses, is discussed in Section 5.4 and in [III].
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4 Electrical impedance to- mography and the truncation problem


4.1 ELECTRICAL IMPEDANCE TOMOGRAPHY


Electrical resistance (impedance) tomography is an imaging method
 in which the internal structure of the target of interest is probed by
 conducting electric (alternating small frequency) currents into the
 target and by measuring the resulting potentials on the boundary.


In practice, both the current injections and the potential measure-
 ments are carried out through (and on) discrete electrodes that are
 placed in contact with the target [74]. The current injections in-
 duce a current and potential distribution in the target that depends
 on the spatial conductivity distribution. In practice, several dif-
 ferent current patterns (different combinations of currents on the
 electrodes) and the coresponding measurements are used to obtain
 a single reconstruction.


The mapping from currents to (measured) potentials is linear,
 but the mapping from the conductivity distribution to the measure-
 ments is nonlinear. The objective of EIT/ERT is to reconstruct, or
 estimate, the electrical conductivity distribution within the target
 based on the measured potentials on the boundary.


4.2 GENERAL CHOICES IN EIT IMAGING


Depending on the situation (the properties of the target, general
modeling issues, available computational resources), there is a large
number of choices that have to be made in choosing the reconstruc-
tion approach and mode.
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In difference imaging, two sets of data are collected from the tar-
 get in two different states. For example, a set of measurements are
 obtained from a tank ﬁlled with saline, and another set when an
 object is inserted into the tank. The difference on the conductivity
 between these two states is then estimated based on the difference
 between the two sets of measurements. This is the classical (engi-
 neering) approach to EIT imaging and they are referred to as the
 backprojection or the sensitivity approach [74]. No information on
 the absolute values of conductivity can be obtained.


Absolute imaging is based on a single set of measurements,
 and attempts to provide the actual conductivity values. The ab-
 solute reconstructions are based on different PDE models, such as
 the complete electrode model, and are either single step or itera-
 tive algorithms. Both deterministic regularization approaches or
 the Bayesian framework usualy need to be employed.


The difference modality has been the prevalent modality over
 absolute imaging since it is relatively tolerant to various model-
 ing errors and uncertainties. Also, the reconstructions are very fast
 since they amount to a multiplication by a small dimensional ma-
 trix only, with typically around 20,000 – 500,000 multiplications and
 additions. The cons are, of course, that absolute values are not ac-
 cessed and that the reconstructions are more or less qualitative in
 any case. The grand challenge with absolute imaging is that the
 overall computational model has to be comprehensive: no unhan-
 dled uncertainties or model errors are tolerated, and the models
 have to be feasible. In this thesis and in [I-IV], we consider mainly
 absolute imaging.


Iterative vs. single step approaches


Absolute imaging can be carried out using a single step or an itera-
tive approach. The single step algorithms are related to sensitivity
approaches: if the sensitivity matrix is computed in the correct ge-
ometry and a feasible (usually spatially homogeneous) conductivity
value, this matrix corresponds to the Jacobian matrix of single step
algorithms such as NOSER [75].




    
  




      
      
        
      


            
    
        Viittaukset

        
            	
                        
                    



            
                View            
        

    


      
        
          

                    Lataa nyt ( PDF - 78 sivua - 339.38 KB )
            

      


              
          
            Outline

            
              
              
              
              
              
                              
    Nonstationary inverse problems and state estimation 12
                              
    General choices in EIT imaging
                              
    Richard’s and Archie’s models
                              
    Importance sampling updating of the
              
              
            

          

        

      
      
        
  LIITTYVÄT TIEDOSTOT

  
    
      
          
        
            Betonin ja siihen liittyvien materiaalien
        
      

        Homekasvua havaittiin lähinnä vain  puupurua sisältävissä sarjoissa RH 98–100, RH 95–97 ja jonkin verran RH 88–90 %  kosteusoloissa.. Muissa materiaalikerroksissa olennaista

    
      
          
        
            Kati Tillander & Olavi Keski-Rahkonen
        
      

        Vuonna 1996 oli ONTIKAan kirjautunut Jyväskylässä sekä Jyväskylän maalaiskunnassa yhteensä 40 rakennuspaloa, joihin oli osallistunut 151 palo- ja pelastustoimen operatii-

    
      
          
        
            CORBAn soveltaminen joustavan
        
      

        Sovittimen voi toteuttaa myös integroituna C++-luokkana CORBA-komponentteihin, kuten kuten Laite- tai Hissikone-luokkaan. Se edellyttää käytettävän protokollan toteuttavan

    
      
          
        
            Hajautusalustan suunnittelu reaaliaikasovelluksessa
        
      

        Konfiguroijan kautta voidaan tarkastella ja muuttaa järjestelmän tunnistuslaitekonfiguraatiota, simuloi- tujen esineiden tietoja sekä niiden

    
      
          
        
            Modeling of Errors due to Uncertainties in Ultrasound Sensor Locations in Photoacoustic Tomography
        
      

        In this work, we study modeling of errors caused by uncertainties in ultrasound sensor locations in photoacoustic tomography using a Bayesian framework.. The approach is evaluated

    
      
          
        
            Taidetyön yhteismuotoutuva todellisuus
        
      

        (HirviIjäs ym. 2017; 2020; Pyykkönen,  Sokka &amp; Kurlin Niiniaho 2021.)  Lisäksi  yhteiskunnalliset mielikuvat taiteen.. tekemisestä työnä ovat epäselviä

    
      
          
        
            A SUPERPOWER IN THE MAKING? CHINA’S PATHS TO GLOBAL INFLUENCE 230
        
      

        The shifting political currents in the  West, resulting in the triumphs of anti-globalist sen- timents exemplified by the Brexit referendum and the  election of President Trump in

    
      
          
        
            The blueprint for a Nordic federation > Selected thoughts for reinforcing Nordic cooperation
        
      

        According to the public  opinion survey published just a few  days before Wetterberg’s proposal,  78 % of Nordic citizens are either  positive or highly positive to Nordic 

      



      

    

    
            
            
      
  LIITTYVÄT TIEDOSTOT

  
          
        
    
        
    
    
        
            A New Local Market Structure for Meeting Customer-Level Flexibility Needs
        
        
            
                
                    
                    7
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            Modeling of Errors due to Uncertainties in Ultrasound Sensor Locations in Photoacoustic Tomography
        
        
            
                
                    
                    14
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            School buildings and indoor environmental quality in Nigerian elementary schools and their potential health effects on students
        
        
            
                
                    
                    74
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            Uusiutuvaa energiaa asumiseen ja toimistoon SunZEB – Plusenergiaa kaupungissa
        
        
            
                
                    
                    100
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            An intelligent flood risk assessment system using belief rule base
        
        
            
                
                    
                    95
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            Computational Modeling of IP3 Receptor Function and Intracellular Mechanisms in Synaptic Plasticity
        
        
            
                
                    
                    158
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            Constitutive modelling of hot deformation behaviour of a CoCrFeMnNi high-entropy alloy
        
        
            
                
                    
                    14
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            Enhancement of Component Images of Multispectral Data by Denoising with Reference
        
        
            
                
                    
                    16
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

      


              
          
            
          

        

          

  




  
  
  
    
      
        Yhtiö

        	
             Tietoa meistä 
          
	
            Sitemap

          


      

      
        Ota Yhteyttä  &  Apua

        	
             Ota yhteyttä
          
	
             Feedback
          


      

      
        Oikeustieteellinen

        	
             Käyttöehdot
          
	
             Tietosuojakäytäntö
          


      

      
        Social

        	
            
              
                
              
              Linkedin
            

          
	
            
              
                
              
              Facebook
            

          
	
            
              
                
              
              Twitter
            

          
	
            
              
                
              
              Pinterest
            

          


      

      
        Hanki ilmaiset sovelluksemme

        	
              
                
              
            


      

    

    
      
        
          Koulut
          
            
          
          Aiheet
                  

        
          
                        Kieli:
            
              Suomi
              
                
              
            
          

          Copyright 9pdf.co © 2024

        

      

    

  




    



  
        
        
        
          


        
    
  
  
  




     
     

    
        
            
                

            

            
                                 
            

        

    




    
        
            
                
                    
                        
                            
  

                            

                        
                            
  

                            

                        
                            
  

                            

                        
                            
  

                            

                        
                            
  

                            

                    

                    
                        

                        

                        

                        
                            
                                
                                
                                    
                                

                            

                        
                    

                    
                        
                            
                                
  

                                
                        

                        
                            
                                
  

                                
                        

                    

                

                                    
                        
                    

                            

        

    


