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In the third study, the BAE approach is used to compensate for er-
rors due to unknown optical properties in fDOT. The approach is tested



(7)with 2D simulations with various target distributions of absorption and
 scattering and a realistic 3D simulation using a mouse atlas. The results
 show that the approximation error model can efficiently compensate for
 the reconstruction artefacts caused by unknown absorption and scatter-
 ing coefficients, even in the cases of highly heterogeneous absorption and
 scattering coefficients.


In the fourth study, a non-linear model for difference imaging in DOT
 is presented. The feasibility of the method is tested with simulations and
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 lution than the conventional linear difference imaging. It is also demon-
 strated that the approach is robust for modelling errors arising from do-
 main truncation, unknown optode coupling and unknown domain shape
 in a similar extent as the conventional linear reconstruction approach.
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1 Introduction


Diffuse optical tomography (DOT) is a technique in which spatially dis-
 tributed optical properties of a target body are estimated using near infra-
 red light transport measurements [1–3]. In a DOT setup, the surface of
 the body under investigation is illuminated with a laser beam and the
 transmitted light is measured at various locations on the body’s surface
 using either contact sensors or a non-contact CCD array based system.


The data is used to reconstruct the spatially distributed absorption and
 scattering parameters of the body.


The main motivation for DOT is that it can offer unique functional
 information such as tissue oxy- and deoxy- haemoglobin concentrations.


Also, when compared to other imaging modalities such as x-ray com-
 puted tomography and magnetic resonance imaging, the technique is
 non-ionising, non-invasive, cheaper and relatively mobile [4]. The appli-
 cations of DOT include functional imaging of human brain [4–8], imaging
 of breast cancer tumors [9, 10] and imaging small animals [11, 12].


Absolute imaging in DOT uses a single set of measurements to recon-
 struct spatially distributed absorption and scattering coefficients. Putting
 absolute imaging into practise is difficult since absolute imaging is highly
 sensitive to modelling errors. Such modelling errors can be caused, for


Figure 1.1: A photograph of frequency domain DOT experiment carried out at Aalto university,
Helsinki using a cylindrical phantom.



(16)example, by inaccurately known object shape or inaccurately known op-
 tode sensitivities [13–15].


Difference imaging aims at reconstructing changes in the optical prop-
 erties using measurements before and after the change. One of the main
 benefits of the approach is that when reconstructing images usingdiffer-
 ences in data, several modelling errors, which are invariant between the
 measurements, cancel out (partially) [13]. Difference imaging is a more
 popular in-vivo technique [4, 6, 7, 13, 16, 17] than absolute imaging. A
 drawback of the approach is that the difference images are usually only
 qualitative in nature and their spatial resolution can be weak because they
 rely on a global linearisation of a non-linear observation model.


Fluorescence diffuse optical tomography (fDOT) is an emerging imag-
 ing technique aiming at recovering the distribution of fluorophore mark-
 ers inside target medium from measurements of fluorescent emission on
 the surface of the body [18, 19]. fDOT has been used in small animal
 studies for monitoring tumors in brain [20, 21], breast [22] and lungs
 [23]. In humans, fDOT has been suggested for detection of breast can-
 cer [18, 24, 25].


The fDOT image reconstruction is most often carried out using a so-
 called normalized Born approximation model [26], where the measure-
 ment vector is the measured fluorescent emission data vector scaled by
 the measured excitation data. One of the benefits of the model is that it
 can tolerate inaccuracy in the absorption and scattering distributions that
 are used in the construction of the forward model to some extent. How-
 ever, if the absorption and scatter distributions are highly heterogeneous,
 Born approximation model can lead to erroneous estimates of the fluo-
 rophore concentration [27, 28].


Mathematically speaking, the image reconstruction in DOT and fDOT
amounts to an inverse boundary value problem of finding spatially dis-
tributed parameters based on sparse boundary data. The image recon-
struction is a severelyill-posedinverse problem. The ill-posedness means
that even small errors in measurements or modelling can cause large er-
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rors in the reconstructions. In many cases, estimation of all the unknown
 parameters makes the overall problem infeasible to solve. If the unknown
 (nuisance) parameters are not estimated and ad hoc values for these pa-
 rameters are used, severe modelling errors are induced. Bayesian approx-
 imation error (BAE) approach [29] is a computational technique where the
 statistics of model-based errors due to the uncertainty in the nuisance pa-
 rameters are precomputed (off-line) using prior probability distributions
 of the unknowns and the nuisance parameters. These statistics are then
 used in the image reconstruction process to compensate for the modelling
 errors [15, 30].


The BAE approach was originally applied for discretisation errors in
 several different applications in [29]. The approach was verified with
 real Electrical Impedance Tomography (EIT) data in [31], where the ap-
 proach was employed for the compensation of discretisation errors and
 the errors caused by inaccurately known height of the air-liquid surface
 in an industrial mixing tank. The application of the BAE approach for the
 discretisation errors and the truncation of the computational domain was
 studied in [32], and for the linearisation error in [33]. In [34] the approach
 was evaluated for the compensation of errors caused by coarse discretisa-
 tion, domain truncation and unknown contact impedances with real EIT
 data.


In DOT, BAE was applied for modelling discretisation errors in 2D
 simulations in [15]. The method was extended to 3D simulations and ex-
 periments in [35]. In [36, 37] the BAE approach was applied to modelling
 errors related to unknown anisotropy structures. In [38], an approxi-
 mative physical model (diffusion model instead of the radiative transfer
 model) was used for the forward problem. In [39], an unknown nuisance
 distributed parameter (scattering coefficient) was treated with the BAE
 approach. The extension and application of the modelling error approach
 to time-dependent inverse problems was considered in [40–43].


The aim of this thesis is to develop computational methods for han-
dling modelling errors related to DOT. For accurate modelling of the
uncertainties in DOT absolute imaging, the BAE model was employed.



(18)The approximation errors that were considered were the errors due to
 unknown optode coupling coefficients, optode positions, unknown body
 shape and discretisation. The BAE approach in fDOT was employed to
 compensate for the errors due to unknown absorption and scattering co-
 efficients. For difference imaging in DOT, a non-linear approach was em-
 ployed and it was demonstrated that the approach tolerates modelling er-
 rors such as domain truncation, unknown optode positions and unknown
 domain shape in similar extent as the conventional linear difference imag-
 ing.


The results of the thesis have been published in four articles with the
 following contents:


1. The first study considers modelling of the errors due to unknown op-
 tode coupling and sensitivities in DOT absolute imaging.


2. The second study considers modelling of the errors due to unknown
 object shape in DOT absolute imaging.


3. The third study considers modelling of the errors due to unknown
 absorption and scattering in fDOT.


4. The fourth study considers a non-linear approach for difference imag-
 ing in DOT.


The thesis is organised as follows. The forward model and notations
in DOT and fDOT are presented in Chapter 2. In Chapter 3, the Bayesian
framework for inverse problems and the Bayesian approximation error
approach are reviewed briefly. The review of the results is given in Chap-
ter 4. In Chapter 5, summary and conclusions of the thesis are given.
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2 Optical tomography


2.1 DIFFUSE OPTICAL TOMOGRAPHY


In a typical DOT measurement setup visible or near infrared light is in-
 jected to an object from the surface. Let Ω ⊂ Rn, n = 2,3, denote the
 object domain and ∂Ωthe domain boundary. Let γdenote a parameter-
 isation of the domain boundary. In this work, we consider DOT in the
 frequency domain. A frequency domain DOT setup employs intensity
 modulated near infrared light. The log amplitude and phase shift of the
 transmitted light is collected from the object boundary∂Ω. Then, the spa-
 tially distributed absorption coefficientµa:=µa(r), r⊂ Ωand (reduced)
 scattering coefficientµ′s :=µ′s(r), of the object are reconstructed [1, 2].


2.1.1 Forward model


In a diffusive regime, the most commonly used light transport model
 is the diffusion approximation (DA) to the radiative transport equation
 (RTE). For further details of the diffusion approximation, see e.g. [1,44]. In
 this work, the frequency domain version of the diffusion approximation


is used 


−∇ ·κ(r)∇+µa(r) + jω
 c





Φ(r) =0, r ∈Ω, (2.1)


Φ(r) + 1


2ςκ(r)α∂Φ(r)


∂kˆ =
  Q


i(r)


ς r ∈mi


0 r ∈∂Ω\mi , (2.2)
 whereΦ(r):=Φis the photon density (fluence) andκ(r):=κis the diffu-
 sion coefficient. The diffusion coefficientκis given byκ(r) =1/(n(µa(r) +
 µ′s(r))). Further, j is the imaginary unit andcis the speed of light in the
 medium. The parameter Qi(r) is the strength of the light source at lo-
 cations mi,i = 1 . . . Ns ⊂ ∂Ω, operating at angular frequency ω. The
 parameterςis a dimension dependent constant (ς= 1/πwhenΩ⊂R2,ς


= 1/4 whenΩ⊂R3), ˆk is the outward normal to the boundary at pointr
andαis a parameter governing the internal reflection at the boundary∂Ω.
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(a) (b) (c)


Figure 2.1: From left: (a) CT image of human head. The red dotted line shows the extracted
 boundary shapeγusing a fourier parametrization. (b) The log(amplitude) and (c) phase of the
 complex valued photon densityΦobtained using diffusion approximation model (2.1)-(2.2)


A 2D simulation of the log(amplitude) and phase of the fluenceΦus-
 ing the DA model (2.1)-(2.2) is shown in Fig. (2.1).


The measurable quantity exitance Γ(r)by detector junder illumina-
 tion from sourceiis given by


Γij(r) =





nj


−κ(r)∂Φi(r)


∂kˆ dS=





nj


2ς


α Φi(r)dS r ∈nj, (2.3)
 wherenj,j=1 . . . Nd⊂ ∂Ωare the detector locations.


Generally, the solution of the DA (2.1)-(2.2) is approximated using
 a numerical method such as a finite element (FE) method. In the FE-
 approximation, the domain Ω is divided into Ne non-overlapping ele-
 ments joined at Nnvertex nodes. The photon density in the finite dimen-
 sional basis is given by


Φh(r) =


Nn



∑


k=1


φkψk(r) (2.4)


whereψk are the nodal basis functions of the FE-mesh andφk are photon
 densities in the nodes of the FE mesh. The coefficientsµa(r)andµ′s(r)are
 approximated as


µa(r) =


N



∑


l=1


µa,lχl(r), (2.5)
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µ′s(r) =


N



∑


l=1


µ′s,lχl(r), (2.6)
 where χl denote the characteristic functions of disjoint image pixels or
 voxels.


Let Γ ∈ CNsNd denote a vector of complex valued measurement data
 corresponding to measurement between all source detector pairsi,jwith
 single indexation Γk = Γ(j−1)Nd+i := Γi,j. The measurement data for fre-
 quency domain DOT typically consists of the logarithm of amplitude and
 phase


y=


 Re log(Γ)
 Im log(Γ)





∈R2NsNd, (2.7)
 where y is data vector that contains the measured log amplitude and
 phase for all source detector pairs. The observation model with an addi-
 tive noise model is written as


y= A(x,z) + e (2.8)


where A is the forward operator which maps the optical parameters to
 the measurable data, x = (µa,µ′s)T ∈ R2N are the optical coefficients,
 e ∈ R2NsNd models the random noise in measurements and z represents
 other nuisance (uninteresting) auxiliary parameters such as parameteri-
 sation of the domain boundary, optode coupling coefficients, optode po-
 sitions etc. In this work, the forward model is the FE-solution of the DA
 (2.1)-(2.2). The mappingA(x,z)tends to the continuous forward operator
 as Nn→∞.


2.1.2 Absolute imaging


In absolute imaging, the optical coefficients x are reconstructed from a
 single set of measurementsy. In conventional absolute imaging, the aux-
 iliary nuisance parameterszare typically assigned fixed valuesz= z. The˜
 additive measurement noise is modelled independent of the unknowns
 and distributed as zero-mean Gaussian, e ∼ N(0,Γe)[1]. The estimation
 of the optical coefficientsx amounts to the minimization problem


ˆ


x =arg min


x>0{∥Le(y−A(x, ˜z))∥2+ f(x)}, (2.9)



(22)where theLTeLe=Γ−e1is the Cholesky factor and f(x)is the regularisation
 functional which should be constructed based on the prior information on
 the unknowns.


Absolute imaging is highly sensitive to modelling errors. If the aux-
 iliary parameters z are not estimated beforehand and they are assigned
 inaccurate fixed values z = z, modelling errors are induced. Such mod-˜
 elling errors are known to lead to errors in the estimate of x. For ex-
 ample, in the case of unknown optode coupling coefficients [45, 46] or
 inaccurately known domain shape [47].


2.1.3 Difference imaging


Let us consider two DOT measurement realisations y1 and y2 obtained
 from the body at time t1 and t2 corresponding to optical coefficients x1


and x2, respectively. The observation models corresponding to the two
 DOT measurement realisations can be written as


y1 = A(x1,z) +e1 (2.10)
 y2 = A(x2,z) +e2 (2.11)
 where ei ∼ N(0,Γei),i = 1, 2. The aim in difference imaging is to re-
 construct the change in optical parameters δx = x2−x1 based on the
 measurements y1 and y2. Typically, z is assumed invariant between t1


andt2.


Linear difference imaging Conventionally, the image reconstruction in
 difference imaging is carried out as follows. Models (2.10) and (2.11) are
 approximated by the first order Taylor approximations as:


yi ≈ A(x0,z) +J(xi−x0) +ei, i=1, 2 (2.12)
 where x0 is the linearisation point, and J = ∂A∂x(x0, ˜z)is the Jacobian ma-
 trix evaluated atx0withz=z. Using the linearisation and subtracting˜ y1


fromy2 gives the linear observation model


δy≈ Jδx+δe (2.13)
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where δx = x2−x1 andδe= e2−e1. Given the model (2.13), the change
 in the optical coefficientsδxcan be estimated as


δx=arg min


δx {∥Lδe(δy−Jδx)∥2+ fδx(δx)} (2.14)
 where fδx(δx)is the regularisation functional. The weighting matrix Lδe


is defined as LTδeLδe=Γ−δe1, whereΓδe =Γe1+Γe2.


The main benefit of the difference imaging is that at least part of the
 modelling errors due to nuisance parameters z cancel out when consid-
 ering the difference data δy. A drawback of the approach is that the
 difference images are usually only qualitative in nature and their spatial
 resolution can be weak because they rely on the global linearisation of
 the non-linear observation model (2.8). Moreover, the estimates depend
 on the selection of the linearisation point x0. Typically, x0 is selected as
 a homogeneous (spatially constant) estimate of the initial state x1. This
 choice can lead to errors in the reconstructions if the initial optical coeffi-
 cients are highly inhomogeneous [48, 49].


2.2 FLUORESCENCE DIFFUSE OPTICAL TOMOGRAPHY


fDOT aims at recovering the distribution of spatially distributed fluo-
 rophore marker concentrationh(r), r⊂ Ω, whereΩis the object domain.


In a typical fDOT measurement setup visible/near infrared light at the
 excitation wavelength λe of the fluorophores is injected from the object
 surface. The measurement system collects the transmitted light from the
 object boundary∂Ωboth at the excitation wavelengthλeand at the emis-
 sion wavelengthλf of the fluorophores. Then, the flurophore concentra-
 tionhis reconstructed.


2.2.1 Forward model


The commonly used light transport model for excitation and fluorescence
light propagation in highly scattering media, e.g. tissues, is the diffusion
equation. In the DC (zero-frequency) situation, we have a coupled pair of
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Figure 2.2: (a) A 3D mouse model “digimouse” [52] (b) 2D slice of simulated photon density using
 the 3D mouse model at the excitation wavelengthΦedue to sources placed on the upper surface of
 the mouse and using diffusion approximation model (2.15)-(2.16) (c) 2D slice of simulated photon
 density at the emission wavelengthΦfusing diffusion approximation model (2.17)-(2.18)


partial differential equations


(−∇ ·κ(r)∇+µa(r))Φe(r) =0, r ∈Ω, (2.15)
 Φe(r) + 1


2ςκ(r)α∂Φe(r)


∂kˆ =
  Q


i(r)


ς r∈mi


0 r∈∂Ω\mi , (2.16)
 (−∇ ·κ(r)∇+µa(r))Φf(r) =h(r)Φe(r), r ∈Ω, (2.17)


Φf(r) + 1


2ςκ(r)α∂Φf(r)


∂kˆ =0, r ∈∂Ω, (2.18)
 whereΦe(r):= Φeis the excitation photon density,Φf(r):=Φfis the flu-
 orescence emission photon density. The parameter Qi(r)is the strength
 of the light source (at excitation wavelength λe) at location mi ⊂ ∂Ω.
 Typically, the spectral dependency between the excitation and emission
 (wavelengths) is omitted and the optical properties(µa,µs′)are modelled
 to be the same at the excitation and emission wavelengths [50, 51].


A 3D simulation of photon densities at the excitation and emission
 wavelengths using diffusion approximation model (2.15)-(2.18) is shown
 in Fig. (2.2).


The measurable excitation data and fluorescence emission data are
 given by


ye(r) =





nj−κ∂Φe(r)


∂kˆ dS=





nj


2ς


α Φe(r)dS, r ∈nj, (2.19)
 yf(r) =





nj


−κ∂Φf(r)


∂kˆ dS=





nj


2ς


α Φf(r)dS, r∈nj, (2.20)
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whererd⊂ ∂Ωare the detector locations.


2.2.2 Born approximation


The fDOT image reconstruction is most often carried out using the nor-
 malised Born approximation model [26], where the measurement vector
 is the measured fluorescent emission data vector yfobs scaled by the mea-
 sured excitation datayeobs as


y= y


fobs


yeobs. (2.21)


The observation model is


y= A(µa,µ′s)h+e. (2.22)
 The forward mapping A(µa,µs′)his written as [26]


A(µa,µ′s)h=
 


ΩΦe(rs,r)Ψe(rd,r)h(r)dr
 


ΩΦe(rs,r)dr , (2.23)
whereΦe(rs,r)is the computed excitation photon density due to sources
Qi(r),i = 1, . . . , Ns. Ψe(rd,r) is the computed adjoint solution (photon
density due to sources placed at detector locations rd). The numeri-
cal approximation of the forward model used here is based on a FE-
approximation of Eq. (2.15-2.23). The convenience of the Born normal-
ization comes from the fact that it does not require a reference excitation
measurement from a homogeneous reference media. The normalization
also effectively calibrates the problem with respect to source strength and
individual gains and coupling coefficients of individual source detector
pairs [26,50]. From the practical point of view, a further significant feature
of the Born normalised model is that it can tolerate inaccurately known
target absorption and scattering distributions to some extent [27, 28].
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3 Modelling of errors


As explained earlier, there are always unknown auxiliary (nuisance) pa-
 rameters in the DOT measurement model in addition to the primary un-
 known parameters. Examples of such unknown parameters which are not
 of the primary interest are domain shape, optode locations and coupling
 values etc. In this chapter, a brief review on the treatment of modelling
 errors due to such auxiliary parameters using the Bayesian approxima-
 tion error approach [29, 30] is presented.


Let us denote the primary unknown parameters (optical coefficients
 (µa,µs′)in case of DOT and fluorophore concentrationh in case of fDOT)
 with the parameterxand the auxiliary parameters withz. Let us consider
 the general observation model with an additive noise model (for DOT and
 fDOT)


y= A(x,z) +e. (3.1)


In the Bayesian approach to inverse problems, the principle is that all the
 unknowns and measured quantities are considered as random variables
 and the uncertainty of their values are encoded into their probability dis-
 tribution models [15,29,30,35]. The posterior density model, given by the
 Bayes’ theorem


π(x,z,e|y) = π(y|x,z,e)π(x,z,e)


π(y) , (3.2)


is the complete probabilistic model of the inverse problem and represents
 the uncertainty in the unknowns given the measurements. The posterior
 (3.2) is practically always marginalised with respect the unknown but
 uninteresting measurement related errorseas


π(x,z|y) =





π(x,z,e|y)de, (3.3)
for details in the case of the additive error model see [39]. The poste-
rior density π(x,z|y)is a probability density in a very high-dimensional
space. Thus, in order to get practical estimates for the unknowns and
visualise the solution, one needs to compute point estimate(s) from the



(28)posterior density, the most typical choice being the maximum a posteriori
 (MAP) estimate. In principle, one could attempt to compute the MAP
 estimate for all the unknown model parameters


(x,z)MAP=arg max


x,z π(x,z|y). (3.4)
 However, in many cases this leads to computationally extensive and some-
 times infeasible problem. Alternatively, one could treat the uncertainty in
 the values of auxiliary parameterzby marginalising the posterior density
 as


π(x|y) =





π(x,z|y)dz (3.5)
 and then compute estimate for the primary unknowns from the poste-
 riorπ(x|y). However, the solution of (3.5)would require Markov chain
 Monte Carlo integrations that would (in many cases) be computationally
 infeasible for practical purposes.


The key idea in the Bayesian approximation error approach is to find
 approximation ˜π(x|y)for the posterior (3.5) such that the marginalisation
 over the uncertainty in the values of z is carried outapproximatelybut in
 a computationally feasible way.


Before reviewing the Bayesian approximation error approach for treat-
 ing the uncertainty in the auxiliary parameterz, the standard DOT/fDOT
 reconstruction approach wherez =z˜is treated as a known and fixed vari-
 able is reviewed.


3.1 CONVENTIONAL ERROR MODEL


Given the observation model (3.1) with fixed realisationz= z, the obser-˜
 vation model becomes


y= A(x, ˜z) +e. (3.6)


The joint probability density of all the random variables can be written as
 π(x,y,e,z =z˜) = π(y|x,e,z=z˜)π(e|x)π(x)


= π(y,e|x,z=z˜)π(x). (3.7)
 In case of the additive model (3.6), the conditional distributionπ(y|x,z=


˜


z,e)is formally given by


π(y|x,z=z,˜ e) =δ(y−A(x, ˜z)−e)
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which yields the likelihood distribution
 π(y|x,z =z˜) =





π(y,e|x,z= z˜)de


=





δ(y−A(x, ˜z)−e)π(e|x)de


= πe|x(y−A(x, ˜z)|x). (3.8)
 Using Gaussian assumptions for the prior models for the unknown opti-
 cal parameters xand for the measurement noisee


x∼ N(x∗,Γx) e∼ N(e∗,Γe) (3.9)
 where x∗ ∈ R2N and e∗ ∈ RNm are the means, and Γx ∈ R2N×2N and
 Γe ∈ RNm×Nm are the covariance matrices, the posterior density becomes
 [39]


π(x|y,z=z˜)∝exp
 


−1
 2





∥y−A(x, ˜z)−e∗∥2Γ−1


e +∥x−x∗∥2Γ−1


x



 (3.10)
 The MAP estimate corresponding to the posterior (3.10) is obtained as


xMAP = arg max


x π(x|y,z=z˜)


= arg min


x {∥y−A(x, ˜z)−e∗∥2Γ−1


e +∥x−x∗∥2Γ−1


x }. (3.11)
 We refer to the solution of (3.11) as the MAP estimate with the conven-
 tional error model (CEM) approach.


Thus, the estimate (2.9) can be interpreted in the Bayesian inversion
 framework as the maximum a posteriori (MAP) estimate from a posterior
 density model which is based on the observation model (2.8) and a prior
 model for the unknowns [15, 29, 53].


3.2 BAYESIAN APPROXIMATION ERROR MODEL


In the Bayesian approximation error approach, instead of using the ap-
 proximate observation model (3.6), the accurate measurement model (3.1)
 was re-written in the following way


y = A(x, ˜z) +{A(x,z)−A(x, ˜z)}+e


= A(x, ˜z) +ε(x,z) +e. (3.12)



(30)Here,ε(x,γ)is the modelling error due to unknown auxiliary parameter
 z. The modelling errorε describes the discrepancy between the accurate
 forward modelA(x,z)and the approximate modelA(x, ˜z). The measure-
 ment model (3.12) is called the Bayesian approximation error model.


In addition to marginalising the problem over the uninteresting and
 unknown measurement noise e, the objective in the Bayesian approxi-
 mation error approach is to use the measurement model (3.12) and treat
 the uncertainty related to the values of z by carrying out an approximate
 marginalisation of the posterior over the noise processε.


Proceeding similarly as earlier, the joint probability density of all the
 random variables was written as


π(x,y,z,ε) = π(y|x,z,ε)π(x,z,ε)


= δ(y−A(x, ˜z)−ε−e)π(e,ε|x,z)π(z|x)π(x)


= π(y,z,e,ε|x)π(x) (3.13)
 Which yields the likelihood density


π(y|x) =


� � �


π(y,z,ε,e|x)dzdεde


=


� �


δ(y−A(x, ˜z)−ε−e)π(e,ε|x)dεde


=


�


πe(y−A(x, ˜z)−ε)πε|x(ε|x)dε. (3.14)
 Equation (3.14) does not, in general, have a closed form solution. How-
 ever, noticing that it is a convolution integral w.r.t ε and approximating
 bothπe andπε|x with normal distributions, a closed form approximation
 for π(y|x) can be obtained. Let the normal approximation for the joint
 densityπ(ε,x)be


π(ε,x)∝exp


⎧⎨


⎩−1
 2


� ε−ε∗


x−x∗


�T�


Γεε Γεx
 Γxε Γεε


� � ε−ε∗


x−x∗


�⎫⎬


⎭. (3.15)
 Thus we write,e ∼ N(e∗,Γe)andε|x∼ N(ε∗|x,Γε|x)where


ε∗|x =ε∗+ΓεxΓ−xx1(x−x∗), (3.16)
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Γε|x= Γεε+ΓεxΓ−xx1ΓTxε (3.17)
 and obtain anapproximate likelihood model


y|x ∼ N(y−A(x, ˜z)−ε∗|x−e∗,Γε|x+Γe).


Assuming normal prior modelx ∼ N(x∗,Γx), we obtain an approximate
 posterior density


˜


π(x|y) ∝exp
 


−1
 2





∥y−A(x, ˜z)−ε∗|x−e∗∥2(Γ


ε|x+Γe)−1+∥x−x∗∥2Γ−1
 x





(3.18)
 This leads to a MAP estimate


xMAP =arg min


x {∥y−A(x, ˜z)−ε∗|x−e∗∥2(Γ


ε|x+Γe)−1 +∥x−x∗∥2Γ−1


x }.


(3.19)
 As we can see, this estimate is similar to the MAP estimate with the
 conventional measurement model (3.11). However, only the noise mean
 and the noise precision matrix changes due to the different measurement
 error model. Thus, the estimate ofxcan be efficiently computed by using
 the existing optimisation codes for the conventional measurement error
 model.


3.2.1 Complete and enhanced error models


The Bayesian approximation error model using the mean and covariance
 defined as in equation (3.2)-(3.17) is referred as the complete error model.


Although, it is clear thatεandxare not independent, it has turned out in
 several applications that a feasible approximation is obtained by neglect-
 ing their mutual dependence and setting Γεx =0 and ΓTxε = 0 [15, 29, 32].


With this further approximation, we have
 ε∗|x =ε∗, Γε|x =Γεε


in (3.18)-(3.19). This approximation is called the enhanced error model
[29, 30].



(32)3.2.2 Estimation of error mean and covariance


The algorithm for the construction of the enhanced error model (estima-
 tion of the error mean and covariance1) is illustrated below.


Algorithm 1: Estimation of error mean and covariance.


Draw a set of Nsamprandom samples S=x(1), . . . ,x(Nsamp)from the prior
 π(x)and a set of Nsamprandom samples S=z(1), . . . ,z(Nsamp)from the
 priorπ(z).


whilel=1, . . . , Nsampdo


Compute the solution of the accurate modelA(x(l),z(l)).


Compute the solution of the approximate target modelA(x(l), ˜z).
 Store the realizationε(l)=A(x(l),z(l))−A(x(l), ˜z)of the modelling
 error.


end


Using the set{ε(1). . .ε(Nsamp)}of realizations of the modelling error
 compute the mean and covariance of the modelling error as


ε∗= 1
 Nsamp


Nsamp



∑


ℓ=1


ε(ℓ) (3.20)


Γε= 1
 Nsamp−1


Nsamp



∑


ℓ=1


(ε(ℓ)−ε∗)(ε(ℓ)−ε∗)T. (3.21)


1Here we use the notationΓε=Γεεfor the autocovariance.
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4 Review of results


4.1 PUBLICATION I: COMPENSATION OF OPTODE SENSITIVITY
 AND POSITION ERRORS IN DIFFUSE OPTICAL TOMOGRA-
 PHY USING THE APPROXIMATION ERROR APPROACH
 It has previously been observed that small uncertainties related to op-
 tode positions and coupling coefficients can cause large artefacts in the
 reconstructed images [45, 46]. Several approaches for reduction of errors
 caused by the inaccurately known optode coupling have been previously
 developed. Some of the techniques include simultaneous image recon-
 struction and computation of coupling coefficients [14, 54, 55] and pre-
 calibration methods based on rotational symmetry of source and detector
 positions [46,56,57]. To our knowledge estimation of the optode positions
 has not been performed.


In the first publication, the feasibility of the Bayesian approximation
 error approach to compensate for the modelling errors due to inaccurately
 known optode locations and coupling coefficients was investigated. The
 approach was tested with simulations.


4.1.1 Forward model with optode coefficients


Optode positions The source and detector locations mi and nj are sur-
 face patches of known length in 2D and area in 3D. The locations were
 parameterised by the centre point of the source and detector optodes and
 notation


ξ = (m,n)T ∈RNs+Nd, m= (m1, . . . ,mNs)T, n= (n1, . . . ,nNd)T
 was used for the vector of source and detector location parameters. Us-
 ing this notation, the observation model (3.1), in the presence of optode
 position uncertainties is given by


y= A(x,ξ) + e. (4.1)


Coupling coefficientsFollowing [14], the coupling losses in source Qi in



(34)(2.2) was modelled by a complex valued multiplicative coupling coeffi-
 cient ˆsi = siexp(jδi), leading to photon density


˜


Φi(r) =sˆiΦi(r). (4.2)
 Similarly the coupling losses in measurement optodes are modelled with
 multiplicative coupling coefficients ˆdj = djexp(jηj), leading to exitance
 [14]:


Γ˜ij(r) =dˆj2γ


AΦ˜ij(r) =sˆidˆj2γ


AΦij(r) r∈nj (4.3)
 Let us define a vector valued mapping g(ζ)∈CNsNd such that


gk(ζ):=sˆidˆj =disjexp(j(ηi+δj)), k= (j−1)Nd+i (4.4)
 whereiandjare the source and detector indexes respectively. Using these
 notations and taking the logarithm of the data vector leads to observation
 model


y= A(x,ξ) + ε1(ζ) + e (4.5)
 where


ε1(ζ) =


 Re log(g(ζ))
 Im log(g(ζ))





. (4.6)


Note that when ideal sources and detectors are assumed (no losses), we
 have si = 1, δi = 0 ∀i, dj = 1, ηj = 0 ∀j and ε1 ≡ 0, i.e., model (4.5)
 becomes equal to (4.1).


4.1.2 Computation of approximation error statistics


Let us denote the realisation of coupling coefficients corresponding to
 ideal (no loss) optodes as ˜ζ and the realisation of assumed fixed optode
 positions as ˜ξ. The accurate measurement model (4.5) was written as


y = A(x, ˜ξ) +{A(x,ξ)−A(x, ˜ξ)}+ε1(ζ) +e


= A(x, ˜ξ) +ε2(x,ξ) +ε1(ζ) +e (4.7)
where ε1 and ε2 are approximation errors that describe the discrepancy
between the accurate model and the target model in which the optode
parameters have the fixed values ˜ζ and ˜ξ.
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For the estimation of the approximation error statistics for the op-
 tode coupling approximation error ε1(ζ), prior models π(s) and π(δ)
 were specified for the vectors of amplitude and phase coupling coeffi-
 cients of the sources and prior models π(d) andπ(η) for the amplitude
 and phase coupling coefficients of the detectors, respectively. The prior
 models were used for drawing sets of Nsamp,1 random samples of each
 of the coefficient vectors{s(ℓ),ℓ=1 . . . , Nsamp,1},{δ(ℓ),ℓ =1 . . . , Nsamp,1}
 and{d(ℓ),ℓ=1 . . . , Nsamp,1},{η(ℓ),ℓ=1 . . . , Nsamp,1}and these sets were
 used to construct set of Nsamp,1samples ofζ as


{ζ(ℓ)= (s(ℓ),δ(ℓ),d(ℓ),η(ℓ))T, ℓ=1, 2, . . . , Nsamp,1}.


Given the samples, Nsamp,1 samples of the detector and source coupling
 error were computedε(ℓ)1 :=ε1(ζ(ℓ))by equations (4.4)-(4.6). The compu-
 tation of the approximation error means and covariances were carried out
 as (3.20)-(3.21), Section 3.2.2.


For the estimation of the approximation error statistics for the op-
 tode position approximation errorε2(x,ξ), Nsamp,2random samples were
 drawn


{x(ℓ), ℓ=1, 2, . . . , Nsamp,2}, {ξ(ℓ),ℓ =1, 2, . . . , Nsamp,2} (4.8)
 from prior models π(x)andπ(ξ) = π(m)π(n). The samples were used
 to generate samples ofε2as


ε(ℓ)2 = A(x(ℓ),ξ(ℓ))−A(x(ℓ), ˜ξ) (4.9)
 The computation of the approximation error means and covariances were
 carried out as (3.20)-(3.21), Section 3.2.2.


4.1.3 Results


In the numerical studies, the domain Ω ⊂ R2 was a disc with radius
 r =25 mm. The measurement setup consisted of Ns= 16 sources and Nd


= 16 detectors. The source and detector optodes were modelled as 1 mm
wide surface patches located on the boundary ∂Ω. The target optical
properties are shown in the first column of Fig. 4.1. The simulated mea-
surement data was generated using FE approximation of the DA (2.1)-
(2.2) in a mesh with 33806 nodes and 67098 triangular elements. We



(36)generated four sets of measurement data. The first set of measurement
 data were free from optode coupling and position errors. The second set
 of measurement data had optode coupling errors but the optode locations
 were known exactly. The realisation ofζ that was used for generating the
 data was drawn from prior model π(ζ) with the parameters distributed
 as si,dj ∼ U(0.9, 1) and δi,ηj ∼ U(0,π/360). The third set of measure-
 ment data had exactly known (ideal) optode coupling but the optode
 locations were inaccurately known. For the simulation of the data, the
 realisationξ of optode locations were drawn from prior π(ξ) where the
 uncertainties of the optode angular locations on the disk boundary were
 δθ ∼ U(−2o,+2o). The fourth set of measurement data had both optode
 coupling and position errors. The realisation ofζ used were the same as
 were used to generate the second set of measurement data (with only cou-
 pling errors) and the realisation ofξ used were the same as were used for
 generating the third set of data (with only position errors). Random mea-
 surement noisee, drawn from a zero-mean Gaussian distribution where
 the standard deviations were specified as 1% of the simulated noise free
 measurement data, were added to the simulated measurement data sets.


The noise mean and covariance were assumed known.


In the computation of the MAP estimates (3.11) and (3.18) we used
 a FE mesh with 26075 nodes and 51636 elements. The MAP estimation
 problems were solved by a Gauss-Newton algorithm with an explicit line
 search algorithm [58].


The second column shows the MAP estimate of µa and µ′s with con-
ventional measurement error model, with the first set of measurement
data (no optode coupling or location errors present). This estimate gives
the reference estimate with the conventional model in the ideal case that
there are no modelling errors present. The images on the first and second
row of column three show the MAP CEM estimate with the second set of
measurement data, where optode coupling error is present but modelled
(incorrectly) as ideal. The images on the first and second row of column
4 show the corresponding MAP estimate with the approximation error
model (AEM). The third and fourth row show results with the third set
of measurement data, where the optode coupling is exactly known (ideal
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Figure 4.1: (a) First column: Target optical properties (top: scattering, bottom: absorption coef-
ficients). (b) Second column: Reconstructions using CEM with no modelling errors. (c) Third
column: Reconstructions using CEM with incorrect optode coupling coefficients (rows 1 and 2),
optode locations (rows 3 and 4) and a combination of these both (rows 5 and 6). (d) Fourth
column: Reconstructions using AEM with incorrect optode coupling coefficient (rows 1 and 2),
optode locations (rows 3 and 4) and a combination of these both (rows 5 and 6).



(38)coupling) but the optode locations are inaccurately known. The third col-
 umn shows the MAP CEM estimate using the incorrect fixed realisation
 that corresponds to the equi-spaced locations. The fourth column shows
 the MAP estimate using the approximation error model. Finally, the fifth
 and sixth row show estimates using the fourth set of data, where both
 optode coupling and locations are uncertainly known. The third column
 shows the MAP CEM estimate using the incorrect fixed realisations. The
 fourth column shows the MAP AEM estimate where both approximation
 errors are taken into account.


Evidently, as can be seen from the third column, the conventional
MAP estimates contain errors and distortions when optode coupling, op-
tode locations or both are inaccurately known. The MAP estimates with
the approximation error model are basically free of these artefacts in all
three situations and very similar to the reference MAP estimates in the
second column that are conventional estimates in the ideal case that op-
tode coupling and locations are exactly known. Thus, the reconstruction
errors due to modelling errors in optode coupling and locations were
efficiently removed using the approximation error approach.
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4.2 PUBLICATION II: COMPENSATION OF MODELLING ERRORS
 DUE TO UNKNOWN DOMAIN BOUNDARY IN DIFFUSE OP-
 TICAL TOMOGRAPHY


Accurate modelling of the object domain is one of the practical problems
 in DOT. In practical experiments, the exact shape of the domain is of-
 ten not known. In principle, the body shape can be derived from other
 imaging data such as computerised tomography (CT) [59] or magnetic
 resonance imaging (MRI) [60, 61]. However, such information is not al-
 ways available. Methods to obtain the domain shape using measured
 locations of optodes or other markers have been developed. In [62], the
 locations of optodes on the helmet for brain imaging (of neonates) were
 obtained using a three-dimensional digitiser. A surface obtained from a
 baby doll head CT scan was then warped to these optode locations to
 obtain the model domain. In another work, a CT-scan of an adult hu-
 man head and a spherical domain were separately warped to the sensor
 locations [47]. In [63] the patient surface coordinates were found using
 stereo photogrammetry. The performance of such registration methods
 that fit measured surface points to generic head anatomical atlases were
 evaluated in [64]. However, interpolating the object shape using a few
 measured points does not guarantee obtaining the exact surface of the
 patient, and hence the process might still retain modelling errors.


In this publication, the shape of the boundary was considered to be
 only approximately known, and the Bayesian approximation error ap-
 proach was applied to compensate for the modelling errors.


4.2.1 Computation of approximation error statistics
 Let


y= A(x,¯ γ) +e (4.10)


be a sufficiently accurate model where the parameterγis a parametrisa-
tion of the boundary shape. As explained above, in practical clinical mea-
surements one usually lacks the accurate knowledge of the shape of the
bodyΩand therefore the estimation is carried out using an approximate
model domain ˜Ω. In such a case, the accurate model (4.10) is replaced by
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        In this work, we study modeling of errors caused by uncertainties in ultrasound sensor locations in photoacoustic tomography using a Bayesian framework.. The approach is evaluated
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        Työn merkityksellisyyden rakentamista ohjaa moraalinen kehys; se auttaa  ihmistä valitsemaan asioita, joihin hän sitoutuu. Yksilön moraaliseen kehyk- seen voi kytkeytyä
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        Aineistomme koostuu kolmen suomalaisen leh- den sinkkuutta käsittelevistä jutuista. Nämä leh- det ovat Helsingin Sanomat,  Ilta-Sanomat  ja  Aamulehti. Valitsimme lehdet niiden
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        Since both the beams have the same stiffness values, the deflection of HSS beam at room  temperature is twice as that of mild steel beam (Figure 11).. With the rise of steel
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        The new European Border and Coast Guard com- prises the European Border and Coast Guard Agency,  namely Frontex, and all the national border control  authorities in the member
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