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rence prior looks to be the most promising one. The most obvious difference between
Hamiltonian Monte Carlo and Metropolis-Hastings methods is in their calculated va-
riance estimates. The run times of Hamiltonian Monte Carlo methods are rather sensi-
tive to the used step size. It can be that the methods come into their own in nonlinear
problems, in which the component-wise Metropolis-Hastings is ineffective.



(3)Lappeenrannan-Lahden teknillinen yliopisto LUT
 School of Engineering Science


Laskennallinen tekniikka ja teknillinen fysiikka
 Teknillinen matematiikka


Jarkko Suuronen


Hamiltonin Monte Carlo ja ei-gaussiset satunnaiskentt¨apriorit r¨ontgento-
 mografiassa


Diplomity¨o
 2019


100 sivua, 23 kuvaa, 26 taulukkoa, 3 liitett¨a


Tarkastajat: Apulaisprofessori Lassi Roininen
 Professori Heikki Haario


Avainsanat: adaptiivinen Metropolis-Hastings; Hamiltonin Monte Carlo; satunnais-
 kentt¨apriorit; piste-estimaatit; tilastolliset k¨a¨anteisongelmat; r¨ontgentomografia


Tilastollisen k¨a¨anteisongelman ratkaiseminen vaatii tarkoituksenmukaisen priorijakau-
 man valitsemista ja sopivien numeeristen ty¨okalujen, kuten MCMC-menetelmien, k¨ayt-
 t¨amist¨a. Kaikkien priorien k¨aytt¨okelpoisuutta erilaisissa tilanteissa ei viel¨a t¨aysin tun-
 neta. Toisaalta Hamiltonin mekaniikkaan perustuvat MCMC-menetelm¨at ovat mielen-
 kiintoinen vaihtoehto adaptiivisille Metropolis-Hastings -algoritmeille erityisesti mo-
 nimutkaisten korkeaulotteisten jakaumien tapauksessa. Kattavaa vertailua prioreis-
 ta ja MCMC-algoritmeista juuri korkeissa ulottuvuuksissa ei ole kuitenkaan tehty.


T¨ass¨a diplomity¨oss¨a vertaillaan nelj¨a¨a yleist¨a satunnaiskentt¨aprioria ja kolmea MCMC-
 menetelm¨a¨a tavanomaisessa r¨ontgentomografiassa. Ty¨oss¨a k¨aytet¨a¨an L-BFGS-algoritmia
 MAP-estimaattien ja MCMC-menetelmi¨a CM- sek¨a varianssiestimaattien laskemiseen.


Testatuista prioreista Cauchyn differenssipriori vaikuttaa lupaavimmalta. N¨akyvin ero
Hamiltonin Monte Carlon ja Metropolis-Hastingsin v¨alill¨a on niiden laskemissa va-
rianssiestimaateissa. Hamiltonin Monte Carlo -menetelmien ajoajat riippuvat paljon
k¨aytetyst¨a askelkoosta. Voi olla, ett¨a menetelm¨at p¨a¨asev¨at paremmin oikeuksiinsa e-
p¨alineaarisissa ongelmissa, joissa komponenttikohtainen Metropolis-Hastings -algoritmi
toimii huonosti.



(4)I would like to thank Lassi Roininen and Heikki Haario for supervising and examining
 my thesis. The topic was really interesting and many-sided. I learned lots of new
 facts about MCMC methods, like Hamiltonian Monte Carlo, and many other things
 as well. The new knowledge is definitely useful for the future. I would also like
 to thank Muhammad Emzir for cooperation and discussions at running the numerical
 experiments. Finally, I am grateful to my parents for supporting me during my studies.


Lappeenranta, December 4, 2019


Jarkko Suuronen



(5)1 INTRODUCTION 9


1.1 Structure of the thesis . . . 9


2 STATISTICAL INVERSE PROBLEMS 11
 2.1 Bayes’ theorem . . . 11


2.2 Short introduction to inverse and ill-posed problems . . . 12


2.3 Fundamentals of probability theory . . . 15


2.3.1 Statistics and distribution transformations . . . 17


2.3.2 Common distributions . . . 19


2.4 Markov Chain Monte Carlo methods . . . 21


2.4.1 Properties of MCMC methods . . . 22


2.4.2 Metropolis-Hastings methods . . . 24


2.4.3 Adaptive Metropolis-Hastings methods . . . 26


2.4.4 Hamiltonian Monte Carlo methods . . . 28


2.4.5 Modern Hamiltonian Monte Carlo methods . . . 31


2.5 Optimisation methods . . . 35


2.5.1 Gradient descent and similar methods . . . 35


2.5.2 Newton method . . . 37


2.5.3 Quasi-Newton method: Broyden-Fletcher-Goldfarb-Shanno . . . 37


3 RANDOM FIELD PRIORS 39
 3.1 Gaussian difference prior . . . 39


3.2 Cauchy difference prior . . . 41


3.3 Total variation prior . . . 42



(6)4 NUMERICAL EXPERIMENTS FOR X-RAY TOMOGRAPHY 49


4.1 Background of X-ray tomography . . . 49


4.1.1 Radon transform . . . 50


4.1.2 Discrete Radon transform . . . 52


4.1.3 Filtered back-projection . . . 53


4.2 Summary of the numerical experiments . . . 55


4.2.1 Tables and figures of calculated estimates . . . 59


5 DISCUSSION 88


BIBLIOGRAPHY 91


Appendix A Discrete Radon transform methods 96


Appendix B Metropolis-Hastings algorithms 98


Appendix C Hamiltonian Monte Carlo methods 100



(7)h·,·i Inner product in a function space


| · | Determinant of a matrix
 b·c Floor function


d·e Ceil function


⊗ Tensor or Kronecker product


⊕ Direct sum


∧ Wedge product


∪ Union


∩ Intersection


~ Convolution


A, B Wavelet coefficient matrices
 B Borel σ-algebra


Bp,qs Besov space


D Finite difference matrix
 dS Path integral


E Expectation value


G Forward mapping between vector spaces
 G Metric tensor


F Fourier transform operator
 H Hamilton’s function


H Auxiliary matrix depending on a metric tensor
 I Fisher information matrix


I Identity matrix
 K Transition kernel


M Manifold


N Gaussian probability density
 P Probability measure


P Power set


p Momentum vector
 Q Covariance matrix
 q Transition density
 R Real number


R Radon transform operator
 Ran Range


T Torus


TM Tangent bundle
 T∗M Cotangent bundle
 V Variance


W Discrete wavelet transform matrix
 X Random variable


x Vector


Z Set of states or trajectory lengths in Hamiltonian Monte Carlo



(8)δ(·) Dirac delta function


 Step size in Hamiltonian Monte Carlo
 η Singular value


θ Tautological one-form
 θ Radian angle


π Probability density function


ρ Argument of a Radon transformed function
 Σ σ-algebra


σ2 Variance


τ Target acceptance ratio
 φ Father wavelet


χ Indicator function
 ψ Mother wavelet
 Ω Set of outcomes
 ω Symplectic two-form


AM Adaptive Metropolis-Hastings
 BFGS Broyden-Fletcher-Goldfarb-Shanno
 CM Conditional Mean


CDF Cumulative Distribution Function
 CWT Continuous Wavelet Transform


DA Dual Averaging


DWT Discrete Wavelet Transform


DRAM Delayed Rejection Adaptive Metropolis
 eHMC Empirical Hamiltonian Monte Carlo
 ESS Effective Sample Size


FBP Filtered Back Projection
 FFT Fast Fourier Transform
 FWT Fast Wavelet Transform
 HMC Hamiltonian Monte Carlo


L-BFGS Limited-memory Broyden-Fletcher-Goldfarb-Shanno
 MAP Maximum a Posteriori


MCMC Markov Chain Monte Carlo
 MRA Multiresolution Analysis
 MwG Metropolis-within-Gibbs
 NUTS No-U-Turn Sampler


RAM Robust Adaptive Metropolis


RM-HMC Riemannian Manifold Hamiltonian Monte Carlo
 RMLMC Riemannian Manifold Lagrangian Monte Carlo
 RWM Random Walk Metropolis


SCAM Single Component Adaptive Metropolis
 SVD Singular Value Decomposition


PDF Probability Density Function
TV Total Variation



(9)
1 INTRODUCTION


In the field of applied mathematics, inverse problems can be described as a class of
 problems, whose solution cannot be directly obtained, unlike the solutions of forward
 or direct problems. Therefore inverse problems are in general much harder to solve
 than direct ones. Solving an inverse problem can be done in various ways depending
 on nature of the problem in question. One rather flexible approach to seek solutions
 for them is to adopt a statistical viewpoint and thus apply statistical methods. In
 practise, this means that the unknown parameters of problem are assumed to follow
 certain probability distributions. Then one can calculate various point-estimates for
 the values of the unknown parameters. However, actually calculating the estimates is
 very challenging and requires using sophisticated numerical algorithms, if number of
 the parameters is high.


The inverse problem of this thesis is to reconstruct a two-dimensional object out of its
 multiple one-dimensional projections, so the problem is a classical example oftomogra-
 phy. Tomography is a method of imaging an object’s structure from multiple different
 measurements (Aster et al., 2005). By the vague term different is usually meant some
 kind of spatial, angular or temporal variation within the measurements. One meaning
 of the Greek word tomo is slice, which underlines the nature of X-ray tomography.


However, X-ray tomography itself is not the core of the thesis. Rather, the main focus
 of the thesis is to utilise Hamiltonian Monte Carlo and adaptive Metropolis-Hastings
 algorithms along with optimisation methods to calculate various point estimates for the
 unknown pixel values in the simulated X-ray tomography with different priors. That
 is because X-ray tomography offers an all-round way to benchmark statistical inverse
 methods in a high-dimensional inverse problem. X-ray measurement scenarios are var-
 ied from the dense wide angle tomography to the sparse limited angle tomography.


Moreover, four different prior distributions on the unknown densities, are tested.



1.1 Structure of the thesis


In Chapter 2 of the thesis, a brief overview to linear inverse problems is presented. The
same chapter contains also necessary statistical theory to justify the usage of statis-
tical approach to solve inverse problems. Then the theoretical background of MCMC
methods and the utilised algorithms themselves, such as Hamiltonian Monte Carlo and
Adaptive Metropolis-Hastings, are introduced. Finally, optimisation methods applica-
ble to high-dimensional objective functions are presented.



(10)Chapter 3 contains facts of the probability distributions, which are used at the nu-
 merical X-ray reconstruction experiments of the thesis. Chapter 4 is allocated for the
 numerical experiments. At first, the main principle of X-ray tomography is introduced.


Moreover, Radon transform and its discrete counterparts are outlined, since it is a fun-
damental method for simulating X-ray tomography measurements. Finally, the results
of the numerical experiments are presented and commented. Because the number of all
possible combinations of simulated image sizes, noise levels, X-ray scan angles and nu-
merical methods is high, only part of the total experiments are demonstrated. Chapter
5 contains suggestions for further improvements and research regarding the methods
and concludes the thesis. The last two chapters are reserved for references and appen-
dices, in which the pseudo-codes of algorithms used in the numerical experiments are
collected.
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2 STATISTICAL INVERSE PROBLEMS



2.1 Bayes’ theorem


The core of this thesis is to apply different numerical algorithms to calculate point
 estimates for distributions based on theBayes’ theorem orrule. In short, one can cal-
 culateposterior probability of a discrete event by Bayes’ theorem, ifprior probability,
 likelihood and evidence are known.


Definition 2.1 (Bayes’ theorem for discrete distributions). Let (Ω,Σ,P) be a prob-
 ability space, so that Ω is a countable sample space, Σ is an event space and P is
 a probability measure. Assume that E, F, F|E, E|F ∈ Σ and P(F) > 0. Then the
 conditional probability P(E|F) is


P(E|F) = P(F|E)P(E)


P(F) . (1)


P(E|F) is the posterior probability of an event E conditioned on an event F. In other
 words, the Bayes’ theorem evaluates the probability of a given eventE, providing that
 the eventF has been realised. The conditional probabilityP(F|E) is the likelihood of
 the eventF given by the event E. P(E) is the prior probability ofx, which is naturally
 unconditioned. Finally, P(F) is known as the evidence and it normalises the posterior
 probability. Evidence is also called as a marginal likelihood, because it is calculated
 by the total law of probability.


Definition 2.2 (Total law of probability). Total, or marginal, probability P(F) of an
 event F, is the sum


P(F) =X


i


P(F|Ei)P(Ei), (2)
 assuming that events Ei partition the sample space Ω.


If the experiments have uncountably infinite number of possible outcomes, then the
 Bayes’ theorem must be expressed via the conditionaldensities of random variables X
 and Y.


Definition 2.3(Bayes’ theorem for continuous distributions). LetX andY be random
 variables. Then the posterior probability density with values(X=x∈Rn, Y =y∈Rm)
 is


πpost(X =x|Y =y) = πpost(x|y) = h(y|x)πpr(x)


e(y) = h(y|x)πpr(x)


R h(y|x)πpr(x)dx. (3)



(12)πpost(x|y) is the posterior probability density. Termh(y|x) is likelihood,πpr is the prior
 probability density ande(y) refers to evidence in Equation (3).


Bayes’ theorem is in a very central role at statistics in general, and in statisticalinverse
 problems. If the probabilities are discrete, the rule can be used to do statistical inference
 using existing knowledge of conditional and prior probabilities. On the other hand,
 the continuous Bayes’ theorem is usually applied to calculate certain point estimates,
 which include maximum likelihood (ML), maximum a posteriori (MAP), component-
 wise posterior median, conditional covariance or conditional mean (CM) estimates.


Maximum likelihood estimate xML is given my maximising the likelihood h:


xML= arg max


x


h(y|x)


R h(y|x)dx = arg max


x h(y|x). (4)


MAP-estimatexMAP is a result of maximising the posterior density:


xMAP= arg max


x


h(y|x)πpr(x)


R h(y|x)πpr(x)dx = arg max


x h(y|x)πpr(x). (5)


Conditional mean estimate xCM is:


xCM=E


πpost(x|y)


=


R xh(y|x)πpr(x)dx
 R h(y|x)πpr(x)dx =


Z


xh(y|x)πpr(x)dx. (6)
 Conditional covariance of xby given y can be expressed in a matrix form (Kaipio and
 Somersalo, 2005):


cov(x|y) =
 Z


πpost(x|y)(x−xCM)(x−xCM)Tdx. (7)


Numerical ML- and MAP-estimates are found by optimisation techniques and while
 the target functions can be non-convex and thus non-trivial in practise, conditional
 covariance and mean estimates are much more demanding to calculate in general. Cal-
 culating CM-estimates utilises usually Markov Chain Monte Carlo methods (MCMC).


The focus of the thesis is in MCMC methods.



2.2 Short introduction to inverse and ill-posed problems


In general, an inverse problem can be expressed via a forward mapping between two
 separable Hilbert spaces (Roininen et al., 2014), so that


z=H(f) +ξ, f ∈C0(U), z∈Rm. (8)



(13)In Equation (8), C0(U) means the space of continuous functions in some domain U.
 z means a measurement or some other observation vector, which is known. H is an
 operator which maps the unknown functionf, that we are interested to solve, toRm. ξ
 denotes a random vector and it is often assumed to be uncorrelated Gaussian random
 vector, in which caseξ∼ N(0,σ2Im×m). However, when the inverse problem is solved in
 practise by numerical means, the unknown functionuis always discretised into a finite-
 dimensional basis. Therefore, from now on, we assume that the unknown function f
 is discretised into a vector w∈ Rn and G is a discretised version of H, i.e. a mapping
 G : Rn → Rm. The level of difficulty of an inverse problem depends heavily on the
 characteristics of the forward mapping. According to Jacques Hadamard’s definitions,
 there are three cases, which each of them renders the inverse problem ill-posed (Jia
 and Yang, 2018).


1. Solution does not exist. Then G is not surjective: ∃z ∈Rm :z6∈Ran(G).


2. Solution is not unique, which means that operator G is not injective. More
 rigorously, ∃w1, w2 ∈Rn:w1 6=w2,G(w1) =G(w2).


3. An inverse of G exists, but it does not depend continuously on z. A small per-
 turbation onz leads to great perturbation on w.


Furthermore, if the discrete forward mapping is a matrix G of dimension Rm×n, there
 exist the following rules for surjectivity and injectivity:


1. If rank(G) =m≤n, then the matrix is surjective - a system is under-determined
 and there can be zero or infinite number of solutions.


2. If rank(G) = n ≤ m, then the matrix is injective - a system is over-determined
 and there can be zero, one or infinite number of solutions.


3. If rank(G) = m=n, then the matrix is bijective, i.e. it maps values between the
 domain and co-domain in a one-to-one manner. If|G| 6= 0, then there is a unique
 solution. Otherwise there are zero or infinite number of solutions.


Ill-posed problems can be classified into mildly, moderately and severely ill-posed sub-
classes. Again, if the discrete forward mapping is a matrix, the degree of ill-posedness
is determined by the decaying rate of thesingular values of the matrix. There is a rich
theory about functional analysis and compact operators related to the singular value
decomposition, so only the very basic idea of it is presented here (Renaut et al., 2019).



(14)Definition 2.4 (Singular value decomposition (SVD) of a matrix G between vector
 spaces w∈Rn and z ∈Rm).


Gw=


rank(G)


X


i=0


ηiui(w·vi)


GTz =


rank(G)


X


i=0


ηivi(z·ui)


(9)


In Equation (9),ui andvirefer to left and right singular vectors of G, GT to the adjoint
 of G andηi to the singular values of G (Renaut et al., 2019). The quality ill-posedness
 if said to be (Renaut et al., 2019; Jia and Yang, 2018)


ˆ Mild, ifηk∼k−a,12 < a≤1


ˆ Moderate, if ηk ∼k−a, a >1


ˆ Severe, if the decaying order is worse than polynomial, e.g. ηk ∼b−k, b >1.


The ill-posedness is in fact a result of small singular values of the matrix. If one tries
 to invert the matrix G, one might get an approximation G−1 ≈P


iη−1i viuTi by utilising
 orthonormality of the singular vectors. Therefore, small singular values ensure that if
 the measurement vector z contains noise ξ, it will be amplified at inverting and the
 inverse estimates become perturbed.


There are various ways to handle the ill-posedness of the problem. The statistical
methods rely on the Bayes’ theorem introduced previously. If it is assumed that Equa-
tion (8) gives solution to a finite-dimensional direct problem of calculatingz by given
w, then the posterior probability density of the parameter w conditioned on a mea-
surementz is given by Equation (3), if xis replaced with w and y byz. Fundamental
part of solving a statistical inverse problem is to choose distributions for likelihood h
and prior πpr. Selection of likelihood distribution is usually more or less clear, since
the likelihood is often a function of the norm of the residual ||G(w)−z||`p. In other
words, the likelihood is somehow related to measurement plausibility, which is nearly
always assumed to be independently and identically distributed. Prior distributionπpr
is in turn much harder to select and very crucial. The prior should reflect somehow the
nature of the variable w, which one is trying to estimate. Sometimes the prior itself is
expressed as a certain distribution with unknown parameters, which follow hyperprior
distributions. Each hyperprior’s distribution parameters can be set to have also un-
fixed parameters. This type of priors are said to be hierarchical priors (Schmid et al.,



(15)2009).


Once the distributions are known or otherwise selected, various estimates themselves
 can be obtained. Since the inverse problems can be under-determined, MAP- and CM-
 estimates are more applicable than ML-estimates, which are useful in over-determined
 cases.



2.3 Fundamentals of probability theory


Modern probability theory is based on probability spaces, which in turn are based on
 measure theory and calculus. A short look at probability spaces is hereby introduced
 based on Lo (2017), although some notions relating to it was already shortly used in
 Section 2.1. For instance, σ-algebras are needed in the theory of MCMC transition
 kernels, which are introduced later in this thesis.


Definition 2.5 (Probability space). Triplet (Ω,Σ,P) is called as a probability space, if
 Ω is a sample space, Σ is σ-algebra of events and P a probability measure.


Sample space can be discrete or continuous, finite or infinite and countable or uncount-
 able. Classical examples of discrete and finite sample spaces are the outcomes of coin
 and dice toss. Events of the probability space belong toσ-algebras (Lo, 2017; Roussas,
 2013).


Definition 2.6 (σ-algebra). σ-algebra Σ is a collection of subsets of the sample space
 (or more generally, any set), which fulfils the properties


ˆ ∅ ∈Σ


ˆ If E ∈Σ, Ec∈Σ


ˆ If E0, E1, E2· · · ∈Σ, ∪∞i=0Ei ∈Σ.


Definition 2.7 (Probability measure). Function P : E ∈ Σ → [0,1] , is a probability
 measure, if


ˆ P(∅) = 0 and P(Ω) = 1


ˆ ∀E ∈Σ, P(E)>= 0


ˆ ∀E0, E1, E2...∈Σ, ∀(a6=b), Ea∩Eb =∅, =⇒ P(∪∞i=0Ei) = P∞


i=0P(Ei).



(16)An event is a set of possible outcomes of an experiment. The outcomes of experiments
 can be mathematically very different objects, varying from Boolean outcomes to man-
 ifolds, for instance. However, all the events must form a family of sets fulfilling the
 properties of a σ-algebra, which makes it unambiguous to assign probabilities to the
 events. One of the most important σ-algebras is the Borel σ-algebra B(R). By its
 definition, it is the smallest σ-algebra of open sets at the real line. For example, gen-
 eration of the smallestσ-algebra by a given family of setsA is denoted byσ(A). B(R)
 is the most commonly usedσ-algebra at continuous sample spaces. The corresponding
 probability measure is Lebesgue measure, which is the length measure in R and the
 area measure in R2, for example. In discrete sample spaces, a natural choice to the
 σ-algebra might be the power set P(Ω). However, thanks to random variables, it is
 easy to see why power set is not practical or even admissible always. In those cases,
 σ-algebra can be induced by a random variable (Shiryaev and Chibisov, 2016; Bierens,
 2012).


Definition 2.8 (Random variable). Function X : ω ∈ Ω→ Rm is a random variable
 between measurable spaces (Ω1,Σ1) and (Ω2,Σ2), if


∀A∈Σ2, {ω|X(ω)∈A} ∈Σ1.


For instance, if the sample space Ω is{−1,1,2}and the random variable isX(ω2) =ω2,
 i.e. a function from (Ω,Σ1,P1) to (R,Σ2,P2). Then the image of the random variable is
 {1,4}. The power set of the Ω is not always the interesting selection as the Σ1, since
 there exists a smaller σ-algebra, which does not contain the elements {−1},{1} and
 their complements. By this way, one does not need to define probabilities for events
 {−1}and {1}. After all, one wants that ∀E ∈Σ2,P2(E) = P1 X−1(E)


(Lo, 2017).


It is possible to define probability mass function (PMF) for discrete distributions
 and Cumulative distribution function (CDF) for continuous distributions (Lo, 2017;


Shiryaev and Chibisov, 2016).


Definition 2.9(Probability mass function). Function fX of a discrete random variable
 X is a PMF, if fX(a) =P(X =a).


Definition 2.10 (Cumulative distribution function). Function FX of a continuous
 random variable X is a CDF, if FX(a) = P(ω|X(ω)≤a), or


F(x) =
 Z x


−∞


dP. (10)


According to Radon-Nikodym theorem, a probability density function (PDF) for a



(17)continuous random variable exists, if the probability measurePis absolutely continuous
 with respect to Lebesgue measure µ, i.e. Pµ(µ(A) = 0 =⇒ P(A) = 0) (Sokhadze
 et al., 2011). Then there is a function π, which is the Radon-Nikodym derivative of P,
 or the probability density function, and thus ddµP =π. This can be expressed in various
 equivalent ways (Rana and Society, 2002):


F(x) =
 Z x


−∞


dP=
 Z x


−∞P(dx) =
 Z x


−∞


π(x)dµ(x) =
 Z x


−∞


π(x)dx. (11)
 In practise, these facts mean that if a CDF has a discontinuity at any point, the
 distribution does not have a PDF, respectively. Nevertheless, one might be able to
 use mixture distributions for distributions, which have properties of both discrete and
 continuous distributions. It is common that a probability density function is multidi-
 mensional and then it is possible to formmarginal densities, which are just PDFs with
 certain variables integrated away. For example, if the variable px1 is marginalised out
 from a joint distribution π(x1,x2), one gets:


pX2(x2) =
 Z


π(x1,x2)dx1. (12)


For instance, the denominator in the Bayes’ theorem is calculated via marginalisation.


2.3.1 Statistics and distribution transformations


The distributions themselves are barely never used just alone. Namely, there are several
 statistics, which are used to describe shape of the distributions of random variables.


They are usually real numbers, so they are handy when comparing distributions to
 each other. However, in statistical inverse problems, only a few of them are actually
 applied.


The most important statistic is perhaps the expectation value of a random variable,
 which is defined to be


E(X) =
 Z


xP(dx) =
 Z


xπ(x)dx (13)


for random variables with probability density function and
 E(X) = X


j


xjP(xj) (14)


for discrete distributions. Expectation value is called also as mean. Median is defined



(18)for one-dimensional distributions:


med(X) =b :
 Z b


−∞P(dx)≤ 1


2. (15)


Median is very useful in signal processing, as it belongs to class to robust statistics
 (Lerasle, 2019). Algebraic moments µ0n are expectation values of natural powers of a
 random variable (Walck, 1996):


µ0n=E(Xn) =
 Z


xnP(dx). (16)


Central moments µn are expectation values of natural powers of difference between
 random variable and its mean:


µn=E
 


X−E(X)n


=
 Z


x−µ0)n


P(dx). (17)


The µ2 = V(X) is called variance of a random variable, while its square root is stan-
 dard deviation. A function Skew(X) = µ3


µ3/22 of the second and the third moments
 meanskewness of a distribution. It measures a degree of asymmetry of a distribution.


A function Kurt(X) = µµ42


2 −3 is known as kurtosis. It indicates, how much weight
 the tails of a distribution have (Walck, 1996). A notion kurtosis as a peakedness of
 distribution is considered obsolete (Westfall, 2014). Leptokurtic distributions have
 Kurt(X) > 0, mesokurtic have Kurt(X) ≈ 0 and for platykurtic, Kurt(X) < 0. The
 fifth order moment is sometimes called hyperskewness and the sixth has been named
 as hypertailedness, but they are very rarely used. One thing to note, is that there
 are distributions which do not have finite moments above certain order, which may
 complicate usage of numerical methods, for instance. A characteristic function cX is
 one type of a distribution transformation. It is the Fourier transform of a probability
 density function or the probability mass function:


cX(r) = E
 


eirX
 


=
 Z


eirxπ(x)dx,
 cX(r) = X


j


eirxjP(xj). (18)


A moment generating function mX is similar to the characteristic function:


mX(r) =E
 


erX


=
 Z


erxπ(x)dx. (19)


It is used in alike fashion as the characteristic function and it has rather similar prop-
erties, but the moment generating function does not always exist. This can happen, if
the PDF has not finite moments, for instance. A probability generating function gX is



(19)used for discrete random variables and defined as
 gX(r) = X


j


rxjP(xj). (20)


It is a powerful tool for discrete stochastic processes. All transformations have property
 that a transformed function of the sum of two random variables is the product of their
 individual transformed functions (Korn and Korn, 2013). For more information of the
 transformations, please look for reference Lo (2018).


2.3.2 Common distributions
 Uniform distribution


Probability density function of a one-dimensional uniform distribution is
 π(x)∼Unif[a,b](x) =


( 1


a−b, x∈[a,b]


0, x /∈[a,b]. (21)


In Equation (21) a is the start point of the distribution’s support and b its end-
 point. If the uniform distribution is used as a prior, it is usually then weakly or
 even uninformative, since it might not give any extra information regarding the ran-
 dom variable in addition to a likelihood. It rather works as a range limiter of the
 components of a multidimensional random vector.


Gaussian distribution


The Gaussian, or normal distribution, is a widely used probability distribution at
 the whole field of statistical sciences. Probability density function of a d-dimensional
 multivariate normal distribution of is


π(x)∼ N(µ,Q) = 1


p(2π)d|Q|exp
 


−1


2(x−µ)TQ−1(x−µ)
 


, (22)


where covariance is denoted by Q and mean µ. In inverse problems, Gaussian distri-
bution is a common selection as a prior distribution, especially, if there is no better
knowledge of the unknowns available. Another reason for the good applicability of
Gaussian distribution is the fact that it is possible to alter and utilise its properties in
an analytical form without great efforts. For example, using Gaussian distribution as
a prior is beneficial, if the likelihood is Gaussian, since the product of two Gaussian
probability density distributions is also Gaussian. In that case, the posterior it is easy
to calculate the posterior covariance as well. Furthermore, the conditional mean and



(20)the maximum a posteriori estimates of a Gaussian distribution are the same. Gaussian
 distribution is also the key concept of the central limit theorem: sample average of iden-
 tically and independently distributed random variables with mean µ and variance σ2
 converges in probability to the Gaussian distribution with the same parameters. That
 is why the Gaussian distribution can be used to approximate another distributions,
 which is often the case in the transition kernels of MCMC methods.


Exponential and Laplace distributions
 Univariate exponential distribution’s PDF is


π(x) =aexp(−ax) (23)


and univariate symmetric Laplace distribution’s PDF is
 π(x) = 1


2aexp
 


−|x−µ|
 a





. (24)


In addition to that, a general symmetric multidimensional Laplace distribution’s prob-
 ability density function is


π(x) = 2


(2π)d/2|Q|1/2


xTQ−1x
 2


!2−d2


Kν(p


xTQ−1x), (25)
 whereKν(·) is the modified Bessel-function of the second kind. Laplace distribution is
 a good example of a leptokurtic distribution.


Cauchy distribution


Cauchy distribution’s probability density function is


π(x) = 1


πa


1 + x−µa 2. (26)


Cauchy distribution has no mean and no higher moments either. Its median is param-
 eterised by µ in Equation (26). The parameter a is a scaling parameter, which tunes
 the ratio of the width of the distribution’s greatest density and its tails weight.


Although not particularly related to the Cauchy distribution only, it is worth of men-
 tioning that Cauchy and Gaussian distributions are both part ofα-stable distributions.


In addition to them, only fewα-stable distributions have an explicit PDF, since a gen-
eral α-stable distribution is defined by its characteristic function. Stable distributions
are parameterised by four variables α ∈ (0,2], βı[−1,1], γ ∈ (0,∞) and δ ∈ (−∞,∞)



(21)(Nolan, 2018), which alter the shape of the distribution. To generate α-stable random
 variables and approximate the densities, see Chambers et al. (1976) and Crisanto-Neto
 et al. (2018).


Poisson distribution


Poisson distribution is a discrete probability distribution. It is commonly applied in
 various stochastic processes. The probability mass function of Poisson distribution is


P(k) = µke−µ


k! , (27)


where µ >0 is the intensity, or mean, of the distribution.



2.4 Markov Chain Monte Carlo methods


MCMC is an abbreviation ofMarkov Chain Monte Carlo. Markov Chain is a sequence
 of random variables {x0, x1, . . . xn}, where each state xk+1 of the chain depends only
 on the previous one (Gilks et al., 1995). In other words, the random variables follow
 conditional distributions xk+1 ∼ π(xk+1|xk). Monte Carlo part of the MCMC means
 roughly speaking that the states are sampled by Monte Carlo, or random sampling,
 methods: the main idea of MCMC methods is to generate samples from given proba-
 bility distributions.


One reason why MCMC methods are used in inverse problems is related to numeri-
 cal integration. A computationally difficult thing with normal numerical integration
 methods is that one has to deal with n = md function evaluations with them, if each
 axis of a d-dimensional space is discretised in m grid points. For instance, the inte-
 gration error of midpoint rule is approximately n−2d , where n means again the number
 of function evaluations (Monahan et al., 2001). Thus, the basic numerical integration
 methods suffer drastically from the curse of dimensionality. Depending on the function
 to be evaluated, normal numerical integration methods work well in dimensions less
 than 3-6. However, in Monte Carlo integration, the integration error is proportional
 to the inverse square of number samples used in the integration, (1/√


n), which does
 not depend on the dimension of the sample space (Monahan et al., 2001). This makes
 Monte Carlo methods the only practical way to calculate high-dimensional integrals
 numerically.


Monte Carlo integration is based on the ergodic average of random variables (Kaipio
and Somersalo, 2005). It means that if one wants to calculate an integral of a functionf



(22)with respect to a probability measureP, which isπ(x) for continuous distributions, then
 the integral can be approximated by generating a sequence of samples {x1, x2, . . . xn},
 which should be as identically and independently as possible follow the distributionP,
 and calculating the average of function f values by those samples.


Z


Rm


f(x)P(dx) =
 Z


Rm


f(x)π(x)dx≈ 1
 n


n


X


i=1


f(xi). (28)


The generated samples can be used to calculate other point-estimates, confidence in-
 tervals and marginal probabilities as well.


2.4.1 Properties of MCMC methods


A very fundamental part of any MCMC method is a transition kernel, which is in
 practise the conditional probability distribution to generate a new state out of the
 previous one K(xi,Ai+i) (Kaipio and Somersalo, 2005):


Definition 2.11 (Transition kernel). A mapping


K(y,C) :Rm× Bm →[0,1]


is a transition kernel, if


ˆ for every fixed y ∈Rm, K(y,C) is a probability measure, and


ˆ for every fixed C ∈ Bm, K(y,C) is a measurable function.


Probability measure condition means that the kernel gives a probability for moving
 from a initial point y to a certain subset C out of all possible states. Measurability
 property is on the other hand a necessary condition so that the kernel is unambiguous.


The explicit form of the kernel dictates, how well the MCMC method works. It is very
 important that an invariant measure of a transition kernel is the distribution from
 which the MCMC is sampling (Gilks et al., 1995; Kaipio and Somersalo, 2005). Then
 the kernel does not alter the probabilities of sets C ∈ Bm given by P(C) by any way.


Definition 2.12 (Invariant measure). A transition kernel K has invariant measure
 P(x), if


PK(C) =
 Z


K(x,C)P(dx) = P(C). (29)



(23)If the state space is discrete, the transition kernel is called a transition matrix instead,
 and the probability mass measureP is the invariant distribution, if


P(y) =X


x


Kx,yP(x). (30)


One handy way to guarantee that a kernel has the desired invariant distribution is to
 design kernel which fulfils either balance equation for all measurable sets C and D,


Z


C


K(x,D)P(dx) =
 Z


D


K(x,C)P(dx) (31)


ordetailed balance equation (Kujala, 2000; Tierney, 1997; Kaipio and Somersalo, 2005)
 of transition densities


K(x,dy)P(dx) = K(y,dx)P(dy). (32)
 Detailed balance is not necessary condition for invariant measure to hold, but most of
 the practical MCMC methods are designed to obey it thanks to its simplicity. A chain,
 which fulfils the detailed balance is also said to be time reversible.


The second important notion in MCMC theory isirreducibility (Kaipio and Somersalo,
 2005; Gilks et al., 1995).


Definition 2.13 (Irreducibility). If transition kernels are applied sequentially so that
 Kn(x,C) =


Z


K(y,C)Kn−1(x,dy) (33)


then the kernel K is P-irreducible, if


P(C)>0 =⇒ Kn(x,C)>0 (34)
 for some n∈N∗ and for all x∈Rm and for all C ∈ Bm.


A chain generated by P-irreducible kernel is called shortly irreducible. Irreducibility
 is very useful property, since in a ideal case, the MCMC method should be able to
 generate samples from any set with non-zero probability measure. However, in some
 cases the true irreducibility might need unpractical number of samples to be generated.


Recurrence is related to probability of hitting certain set in an infinite chain (Gilks et
 al., 1995).


Definition 2.14 (Recurrence). A P-irreducible chain of samples {x0, x1, x2. . . x∞}
with an initial sample x0 is recurrent, if for all C whose probability measure P(C) is



(24)greater than zero,


Prob

















∞


X


i=1


χ(xi ∈C)





=∞








>0,with all x0


Prob

















∞


X


i=1


χ(xi ∈C)





=∞








= 1,with P-almost all x0,


and Harris recurrent, if for all C whose probability measure P(C) is greater than zero,


Prob

















∞


X


i=1


χ(xi ∈C)





=∞








= 1,with all x0.


Furthermore, it is necessary that the kernel is aperiodic, which is opposite of being
 periodic (Kaipio and Somersalo, 2005).


Definition 2.15 (Periodicity). A transition kernel K is periodic, if there is a family
 of disjoint sets {C1, C2, . . . Cp}, so that for some integer p ≥ 2, for all i∈ {1,2, . . . p}
 and for all points x∈Ci,


K
 


x,Ci+1(mod(p))
 


= 1. (35)


If a transition kernel was periodic, then the samples generated by it might be biased
 in a certain sense, since the disjoint sets might have non-equal probability measures.


If a chain is aperiodic, positive recurrent and its invariant distribution is the target
 distribution, the chain is aperiodic (Gilks et al., 1995). Then the approximation in
 Equation (28) will be an equation with infinite generated samples with probability
 1. Finally, a chain is Harris ergodic, if the chain is aperiodic, Harris recurrent and
 irreducible (Jones, 2004). Generating Harris ergodic chains is more or less the ultimate
 target of MCMC samplers.


2.4.2 Metropolis-Hastings methods


Undoubtedly one of the most common MCMC methods is theMetropolis-Hastings al-
 gorithm (Algorithm 4 in Appendix B), which was proposed by Metropolis et al. (1953).


It is kept as the first real MCMC method as well, since non-Markov Chain Monte Carlo
 methods, such as rejection sampling, have older history (Robert and Casella, 2011).


Metropolis-Hastings methods utilise some proposal distributionq to generate new sam-
ple candidates and that is why it is also known as candidate-generating kernel (Kaipio



(25)and Somersalo, 2005). For continuous distributions, it is just the probability density of
 moving from xto y, so K(x,dy) =R


Cq(y|x)dy. A very crucial part of the algorithm is
 the accept-reject step, in which the proposed state x∗ is accepted with the probability


a= min
 


1, π(x∗)q(xi−1|x∗)
 π(xi−1)q(x∗|xi−1)





. (36)


This guarantees that the algorithm fulfils detailed balance.


If the proposal distribution q is symmetric, then the ratio q(xq(xi−1∗|xi−1|x∗)) = 1 and the al-
 gorithm is called shortly Metropolis algorithm. An extremely common selection as
 the proposal distribution is a Gaussian distribution, which is centred at the previous
 sample and which has a covariance Q:


q(·|xi−1)∼ N(xi−1,Q). (37)
 This kind of proposal distribution causes the adjacent samples in the chain to have
 correlation between each other and that is why methods with candidate-generating
 kernels centred at the previous sample are called Random Walk Metropolis (RWM)
 methods. Gaussian distribution is a practical selection because it is easy to generate
 samples from multivariate correlated normal distribution of certain covariance by ap-
 plying Cholesky decomposition. Still, non-Gaussian proposal distributions are utilised
 sometimes. In theory, any kind of distribution is suitable as long as the overall transi-
 tion kernel satisfies the properties mentioned in Section 2.4.1. For example, if the target
 distribution is heavy-tailed, Cauchy distribution might be used to generate proposals
 (Sherlock et al., 2010). It improves convergence of sample chains of heavy tailed target
 distributions when compared to Gaussian proposal distributions. More exotic example
 of candidate-generating kernels areBactrian camel kernels, which are mixtures of some
 simple distributions (Yang and Rodr´ıguez, 2013). However, usually it is not worth of
 looking for the best possible family of proposal distribution, but to stick to Gaussian
 distribution and tune its covariance so that mixing is improved.


Each sample in the MCMC chain is in general ad-dimensional vector and the proposal
distribution usually proposes a new sample so that all components of the vector get
new values. In high dimensions, the proposal distribution might explore the target
distribution ineffectively, because very small changes have to be proposed for the com-
ponent values. If the changes were big, new samples would not be accepted at all. In
fact, a heuristically good acceptance ratio for proposals is around 0.234 in case of Gaus-
sian candidate-generating kernel (B´edard, 2008). One way to tackle the problem is to
sample from component-wise conditional distributions by either Gibbs or Metropolis-
within-Gibbs (MwG) sampling. Metropolis-within-Gibbs (component-wise Metropolis)



(26)is a generalisation of Gibbs sampling. In the traditional Gibbs sampling, one generates
 samples from each component’s conditional distribution, for instance with the help
 of inverse-CDF method, and always accepts the new value of each component (Kaipio
 and Somersalo, 2005). In some cases, Gibbs sampling is not doable, so component-wise
 Metropolis sampling is used instead. Thanks to component-wise proposals, MwG is
 able to generate chains with greater variation of values between adjacent samples.


2.4.3 Adaptive Metropolis-Hastings methods


Finding a good proposal distribution or the parameters of a specific proposal distribu-
 tion of a Random walk Metropolis-Hastings kernel is rather critical for computational
 reasons. If most of the proposals are rejected, the proposal distribution is too wide.


Likewise, if nearly all proposals are accepted, it is likely that the proposal distribution
 is too narrow and the samples are very near to each other. In both cases, computational
 efforts are wasted: although both of the proposal distributions might work theoreti-
 cally fine, the total number of samples must be extremely high in order to calculate
 bearably plausible point-estimates out of the chain.


In general, adaptive MCMC methods try to adapt the parameters of a proposal dis-
 tribution during the chain generation so that the proposal distribution resembles the
 target distribution. Adaptive Metropolis-Hastings (AM) (Algorithm 6 in Appendix B)
 algorithm uses Gaussian proposal distribution and tries to find a good covariance ma-
 trix for new proposals (Haario et al., 2001). AM must be set with an initial covariance
 Q0 and it should be selected so that the first generated samples start to differ from each
 other. One heuristic way to select Q0 is to calculate the Jacobian matrix at the ini-
 tial point and use it as the initial covariance. Adaptive Metropolis-Hastings algorithm
 updates the proposal covariance by calculating the covariance of generated samples so
 far in the chain and adds a small diagonal matrix I , where 0 <   1, to it to en-
 sure that the final proposal covariance matrix remains positive definite. Gelman et al.


(1995) pointed out that scaling the proposal covariance matrix by kd = 2.38d2 yields a
 good compromise between mixing and acceptance ratio. It is possible to update the
 covariance recursively, if indexing of the chain is started from 0 and ¯mi is the mean of
 each component within the chain from 0(th) toi(th) sample (Haario et al., 2001):


Qi+1 = i+ 1
 i Qi+1


kd


i + (im¯i−1m¯Ti−1−(i+ 1) ¯mim¯Ti +xixTi +I). (38)
There is also a component-wise variant of AM, which does not update the full covariance
matrix of the proposal distribution, but rather the diagonal part of it. This algorithm,



(27)Single Component Adaptive Metropolis (SCAM) or Adaptive Metropolis within Gibbs
 (AMwG), combines MwG with AM. SCAM is suitable for extremely high-dimensional
 problems, providing that evaluating the target distribution density even billions of
 times is feasible. Chains generated by MwG or Gibbs sampling may get stuck into
 regions of the target distribution which are separated diagonally, if the coordinate axes
 are the components of the vector x. It is impossible to Gibbs sampler to adapt to
 such situation, but in case of SCAM, one can calculate eigenvectors by PCA of the
 total chain so far and use those vectors as new sampling directions for each component
 (Haario et al., 2005). That kind of coordinate transformation improves mixing and
 helps to avoid the sampler getting stuck. However, if the dimension of the vector
 x is large enough, calculating and storing the covariance matrix of a chain becomes
 impossible, yet alone computing eigenvectors of it.


SCAM is not the only variation of the AM. There are many other AM-based MCMC
 methods as well. Among those variants there are Delayed Rejection Adaptive Metropo-
 lis (DRAM) (Haario et al., 2006), which uses a second proposal distribution to suggest
 a second candidate sample after rejection; Adaptive Mixture Metropolis (AMM), which
 uses mixtures of Gaussians deduced from previous samples (Robert and Casella, 2011);


and Robust Adaptive Metropolis (RAM), which adapts a Cholesky decomposed matrix
 of covariance of Gaussian proposal distribution by the shape of target distribution and
 desired acceptance ratio atarg (Vihola, 2011). RAM is more suitable for heavy-tailed
 distributions, which are difficult to adapt to by the AM method. Another benefit of
 RAM is that its proposal covariance matrixMi is efficient to calculate from the previ-
 ous Mi−1, since the operation is basically a rank-one update or downdate, i.e. sum of
 the previous matrix and an outer product of vectors (Vihola, 2011).


One must remember that in theory the adaptation shall be halted in some point so
that the criteria for a proper MCMC method are accomplished. But like in the case
of AM, adaptation should diminish gradually during the chain generation, because
the covariance of samples starts to be closer and closer the true covariance of the
target distribution. Sometimes the first half or so of the chain is just removed and
those samples are said to be generated during burn-in period. As a term, burn-in is
not related only to adaptive methods. For example, the first samples of a normal
Metropolis algorithm might be generated during alike burn-in period, if the starting
pointx0 was located on a very unlikely region in the support of the target distribution.



(28)2.4.4 Hamiltonian Monte Carlo methods


The problem of RWM methods is that every candidate sample is generated by a pro-
 posal distribution centred at the previous sample. It is nearly impossible to explore
 efficiently the whole target distributions by that kind of strategy, particularly high-
 dimensional ones. Especially the effective sample size (ESS) of RWM method is poor
 in high dimensions. ESS of a generated chain should be as high as possible and it is
 (Vehtari et al., 2019)


ESS = N


1 +P∞


i=1ρi, (39)


where N is number of generated samples and ρi is lag-i auto-correlation of the chain.


The idea of Hamiltonian or Hybrid Monte Carlo methods (HMC) is very different
 compared to RWM MCMC methods and it allows to generate well-mixed samples
 with much less iterations than RWM methods. HMC was initially designed for lattice
 Quantum Colour Dynamics (Bitar et al., 1989) calculations, which are supremely high-
 dimensional problems with tens of millions of variables (Lippert, 1997). That is why
 implementing HMC and its recent variations is one of the main interests in this thesis.


The fundamental part of HMC is Hamiltonian mechanics. In Hamiltonian mechanics,
 the configuration space is a manifold M, of which points are all possible positions
 of the system. In HMC, the configuration space consists of all vectors x ∈ Rd, so
 that π(x)> 0. Generally the points of a manifold can be almost anything, providing
 that it satisfies the basic properties of a topological manifold: in short, it is locally
 homeomorphic to Euclidean space and it is completely separable Hausdorff space (Barp
 et al., 2017). Then it is possible to use an atlas, a sufficient collection of coordinate
 charts


cP :P ⊆ M → cP(P)⊆Rd


to assignd-dimensional local real coordinates to every manifold point’s neighbourhood
 P (Barp et al., 2017).


What is more, the configuration manifold must be smooth so it is feasible to associate
 tangent spaces TqM and cotangent spaces Tq∗M onto each point w at the manifold.


Thetangent bundle TMis then the disjoint union of tangent spaces and similarly, the
 cotangent bundle T∗M is the disjoint union of cotangent spaces. A point s ∈ TM
 might expressed as a tuple with local coordinates


s = (x(w),v(w)) = (x1(w),x2(w),· · ·xd(w), v1(w), v2(w),· · ·vd(w)), w ∈ M (40)



(29)and a pointy ∈T∗M as


y= (x(w),p(w)) = (x1(w),x2(w),· · ·xd(w), p1(w), p2(w),· · ·pd(w)), w ∈ M. (41)
 Cotangent bundle is calledphase space of the Hamiltonian system and the coordinates
 y on it are called canonical coordinates.


The Hamiltonian function is a mapping


H :T∗M →R. (42)


Hamiltonian function is generally nothing more than a function, which describes the
 dynamics of the system and remains unchanged. In simple cases, the Hamiltonian can
 be expressed as a sum of kinetic energy and potential energy, which is indeed the case
 in HMC:


H(x,p) = 1


2pTp−logπ(x). (43)


The momentum p has no real meaning in HMC, and it is used just for simulation
 purposes, because only the potential function is naturally given as a log-PDF function.


In order to actually utilise the Hamiltonian in sample generation, one needs to find
 differential equations to describe dynamics of phase space. For that, one needs to take
 exterior derivative of a tautological one-form θ. Tautological one-form is a mapping
 from tangent space of the cotangent bundle to reals (Virtanen, 2016):


θx,p :Tx,pT∗M →R
 θx,p =X


i


pidxi Einstein notation


= pidxi. (44)


The exterior derivative of θ is the symplectic two-form ω (Virtanen, 2016; Pihajoki,
 2009; Barp et al., 2017):


ωx,p :Tx,pT∗M ×Tx,pT∗M →R


ω = dθ = dxi∧dpi = dxi⊗dpi −dpi⊗dxi. (45)
 The symplectic two-form gives a symplectic structure to the manifold T∗M. A sym-
 plectic form is closed, so dω = 0 and it conserves the volume of phase space. On
 the other hand, it is non-degenerate so the total energy is also conserved (Barp et al.,
 2017). That is exactly what is needed to deduce an unique Hamiltonian vector field
 XH at the cotangent bundle by setting


ω(XH,·) = dH(·) (46)



(30)and neglecting the remaining differentials. Then one gets the Hamilton’s equations


∂H


∂pi = dxi
 dt


−∂H


∂xi = dpi
 dt .


(47)


To solve the Hamiltonian equations, one has to usually utilise a numerical symplectic
 integrator, which preserves the symplectic structure, which is not the case with nor-
 mal ODE methods, such as Runge-Kutta. In HMC and more generally in the cases
 where Hamiltonian is separable into potentialP(x) and kinetic K(p) parts, a common
 symplectic integrator isleapfrog or St¨ormer-Verlet method (Barp et al., 2017):


pi+1/2 =pi−/2∂P


∂x(xi)
 xi+1 =xi+∂K


∂p (pi+1/2)
 pi+1 =pi+1/2−/2∂P


∂x(xi+1).


(48)


A more general symplectic integrator is the generalised leapfrog, which is suitable for
 non-separable Hamiltonians, but its equations are also more difficult to solve due to
 their implicit form (Barp et al., 2017)


pi+1/2 =pi−/2∂H


∂x(xi,pi+1/2)
 xi+1=xi+/2


∂H


∂p(xi,pi+1/2) + ∂H


∂p(xi+1,pi+1/2)
 


pi+1=pi+1/2−/2∂H


∂x(xi+1,pi+1/2).


(49)


Now, in the HMC algorithm, the initial momentum p0 is sampled randomly usually
 from univariate Gaussian distribution and then the Hamilton’s equations are solved
 numerically forL steps with step size . The final phase (x∗,p∗) is accepted by proba-
 bility


a= min 1, exp logπ(x∗)− 12p∗·p∗
 exp logπ(xi−1)− 12p0·p0


!
 .


The purpose of the accept-reject step is to correct the inexactness of the numerical
integrator, since although the symplectic integrator preserves symplectiness, the value
of Hamiltonian is preserved only approximately. The time-reversibility property of
the Hamiltonian and the integrator is very fundamental: it can be proved that HMC
algorithm satisfies detailed balance and has the target distribution π as its invariant
distribution (Neal, 2012). Irreducibility and aperiodicity are more difficult to ensure,



(31)but in theory they are usually achieved (Neal, 2012). However, it is quite obvious that
 HMC struggles with multi-modal distributions whose modes are fully disconnected
 from each other, because log-density would be−∞ between them.


The optimal acceptance ratio is around 0.651 in HMC (Beskos et al., 2013), which
 is much higher than the empirical optimal ratio of RWM methods. With that ratio,
 ESS per gradient evaluations should be close to its maximum. To achieve it, user must
 manually tune both the step sizeand the trajectory lengthL, which might be difficult.


Lshould be enough large so that the sampling does not resemble RWM sampling. On
 the other hand, it should not be too large, because otherwise the system might make
 an U-turn and return near to the initial point according to the Poincar´e recurrence
 theorem (Betancourt, 2016)


Theorem 2.1. A Hamiltonian orbit will return arbitrarily close to the initial phase
 within finite time.


The U-turn happens also in practise quite easily, so tuning L and  for maximum
 efficiency is hard. That is why there are several variants of HMC, which were developed
 to overcome manual tuning and to further improve ESS.


2.4.5 Modern Hamiltonian Monte Carlo methods


A variant of HMC uses Dual Averaging (DA) method to adapt  automatically to
 a target acceptance ratio τ. During an adaptation period, the step size  is updated
 according to the acceptance probability in each iteration, target acceptance probability
 and target simulation length λ := L (Hoffman and Gelman, 2011). The step size
 adaptation diminishes gradually, and the rate can be tuned by four parameters. A
 good value for the initial step size 0 can be obtained by heuristic means. The full
 Dual Averaging algorithm is presented in Algorithm 10 in Appendix C.


DA is not the only automatic step size selection method. A simple alternative is
 to multiply i by a constant less than or greater than 1, if the average of previous
 acceptance ratios differs from the target acceptance ratio (Neal, 2012; Andrieu and
 Thoms, 2008).


The number of steps L is indeed important for a efficiency. However, there are HMC
variants which practically remove the need to select eitherLorλ. One of the most pop-
ular ones is No-U-Turn-Sampler (NUTS) (Hoffman and Gelman, 2011). A basic NUTS
implementation satisfies detailed balance by simulating the Hamiltonian trajectories



(32)randomly in both forward and backward directions and samples a phase uniformly out
 of the visited phases whose Hamilton’s function value is within reasonable range, i.e.


constrained by thresholdT. NUTS doubles the trajectory length at each of its iteration
 and it is critical that NUTS calculates trajectories in both directions, even tough it
 does so randomly. A very simple heuristic to stop advancing a trajectory might be to
 check whether the dot product of current momentum p∗ and direction vector x∗−xi
 changes its sign:


χ (x∗−xi)·p∗


≥0. (50)


However, if a simple stopping heuristic of Equation (50) is used without further actions,
 detailed balance is violated. The doubling of the trajectories is the solution that NUTS
 utilises to guarantee the balance.


A problem of the basic NUTS, or naive NUTS as its authors call it (Hoffman and Gel-
 man, 2011), is that it requires storingO(2j) phase vectors afterj trajectory evaluations
 which can be unacceptable at very high dimensions. That is why the authors suggest
 an alternative efficient NUTS algorithm, which stores only j intermediate phases dur-
 ing the doubling process and obtains a sample from the cardinality-weighted sub-tree
 of phase states containing only leaf-nodes (Hoffman and Gelman, 2011). This efficient
 NUTS combined with DA and initial step size heuristic makes it fully automatic and
 it is in general considered one of the best fully self-adaptive MCMC samplers.


Even the efficient NUTS is not perfect, as the no free-lunch theorem suggests. The
 stopping time of NUTS is unpredictable, and NUTS might waste computational re-
 sources by its doublings, even tough the doubling process will end sooner or later.


Empirical Hamiltonian Monte Carlo (eHMC) is more simple and according to its au-
 thors, more effective than NUTS at ESS per gradient. eHMC is probably not more
 effective than NUTS in terms of ESS, however. That is because ESS of NUTS-HMC
 can be even larger than the sample sizeN and thus really hard to improve anymore. In
 high-dimensional distributions, ESS per gradient is more useful indicator of the perfor-
 mance of HMC sampler, because gradient evaluation is relatively more computationally
 demanding than generating one sample. Empirical HMC is also easier to implement
 than NUTS, because it is more similar to the traditional HMC.


In short, eHMC learns an empirical distribution of trajectory lengths which are about to
lead to the Hamiltonian U-turn. The trajectory lengths are selected randomly from the
empirical distribution, and thus the detailed balance is automatically preserved without
recursive binary trees, which is the key idea of NUTS. eHMC may be likewise paired
with DA or an alternative step size adaptation technique, which renders eHMC fully
automatic as well. Wu et al. (2018) recommended that the step size should be tuned



(33)with the Dual Averaging method. However, in this thesis, the step size adaptation
 is done via a simple acceptance ratio algorithm, which was implemented by Simo
 S¨arkk¨a for the traditional HMC (S¨arkk¨a, 2018). In the step size adaptation of eHMC,
 the trajectory is calculated until an U-turn has happened. Then the configuration at
 the U-turn point is either accepted or rejected and the step size is updated by S¨arkk¨a’s
 diminishing step size adaptation rule (Algorithm 11 in Appendix C). AfterM step size
 adaptations, the step size is fixed and the empirical trajectory distribution is calculated
 normally according to Wu et al. (2018). This approach was selected because the Dual
 Averaging method of NUTS could not be implemented into the eHMC: the step sizes
 kept decreasing and the whole process must be stopped.


HMC has other interesting variants as well and one of them is Riemannian Mani-
 fold Hamiltonian Monte Carlo (RM-HMC). Riemannian Manifold HMC has a more
 complex Hamilton’s function. It equips the configuration space with a non-Euclidean
 metric tensor field G, which usually consists of a Fisher information matrix I: (Ly
 et al., 2017):


I(x) =E
 


( ∂


∂xlogπ(y|x))2
 


. (51)


The Fisher information matrix is related to the likelihood of measurementsy by given
 parameters x. The matrix can be approximated, since it is not usually analytically
 expressible (Lan et al., 2015). Another option as the metric tensor is a combination of
 a Fisher matrix and Hessian of logarithm of prior πpr (Barp et al., 2017):


Gi,j =Ii,j− ∂2


∂xixj logπpr(x). (52)
 The overall Hamiltonian of RH-HMC is:


H(x,p) = −logπ(x) + 1
 2log


(2pi)d|G|
 +1


2pTG−1p. (53)
 RM-HMC requires using the generalised leapfrog method (Equation (49)), because the
 Hamiltonian is not separable.


RM-HMC provides excellent mixing of the generated samples, even compared to NUTS-
HMC. The problem of RM-HMC is the metric tensor, which limits the applicability of
the method in high-dimensional cases, because it is generally fully dense. Furthermore,
there are a few options as the tensor itself, and an extra effort is needed to select a
suitable metric tensor. Another drawback of RM-HMC is the fact that generalised
leapfrog equations are implicit, and generally more demanding to solve. A compromise
between traditional HMC and RM-HMC is to use a constant metric tensor, which is
called as a mass matrix (Lan et al., 2015). It improves sampling if the components
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