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(6)ABSTRACT


In electrical impedance tomography (EIT), electrodes are attached on the
 boundary of the object and currents are injected into the object. The volt-
 ages are measured using the same electrodes and the conductivity of the
 object is reconstructed based on the measured voltages. The reconstruc-
 tion problem is a non-linear ill-posed inverse problem, i.e. the problem
 is highly sensitive to measurement and approximation errors. The effect
 of the measurement errors can be reduced by using an accurate measure-
 ment system and by accurate modeling of the statistics of the error.


Approximation errors are due to an approximative computational mod-
 el used in the inverse computations. In practical applications, an ade-
 quately accurate mathematical model cannot often be used due to limited
 computational resources, and therefore a reduced model has to be used.


Furthermore, in some cases the accurate model is not available due to un-
 known shape of the body or unknown nuisance parameters in the compu-
 tation model, for example. These approximation errors can cause severe
 reconstruction errors with conventional measurement error models.


Recently, the approximation error approach was proposed for the
 treatment of the approximation errors. The key idea in the approxima-
 tion error approach is to represent the approximation errors as a noise
 process in the measurement model. The statistical model of the approx-
 imation error is constructed and then this model is used in the inverse
 problem to compensate for the approximation errors.


In this thesis, the approximation error approach is applied for several
 approximation errors in EIT. The approximation errors that are considered
 are due to reduced discretization, unknown contact impedances, domain
 truncation and unknown shape of the body. Furthermore, the approxi-
 mation error approach is employed in a novel way enabling estimation of
 the conductivity and the shape of the body. All test cases are evaluated
 by using simulated and real data. The results indicate that the effect of
 these errors can be efficiently compensated for by the approximation error
 approach.


INSPEC thesaurus: Bayes methods; inverse problems; electric impedance; electric imped-
 ance imaging; tomography; modelling; errors; reduced order systems
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AEM Approximation error model
 2D Two-dimensional


3D Three-dimensional


CEM Conventional error model
 CM Conditional mean


CT Computerized tomography
 EIT Electrical impedance tomography
 FEM Finite element method


GN Gauss-Newton


LS Least squares


MAP Maximum a posteriori
MCMC Markov chain Monte Carlo
MRI Magnetic resonance imaging
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(12)NOTATIONS


(·)∗ Expectation value
 (·)(`) `th sample


(˜·) Approximative model
 π(·) Probability density
 A(x) Forward model


Ah(x) FEM approximation of forward model


α Regularization parameter, projection coefficient vector
 d Nuisance parameter


e Measurement noise
 e` `th electrode


ε Approximation error
 ε0 Low-rank projection of ε


η Sum of measurement and modelling errors
 γ Parameterization of ∂Ω


Γ Covariance matrix


h,δ Discretization level parameter
 m Number of measurements


N Dimension of conductivity vector
 n Outward unit normal vector
 Ns Number of samples


Ne Number of elements
 Nn Number of nodes
 Nel Number of electrodes
 Ω Computation domain


∂Ω Boundary of domain
 σ Conductivity


x Parameter vector, position vector
 y Measurement vector


u Potential distribution
 U Electrode potential


V Measured electrode voltage
z Contact impedance
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1 Introduction


In electrical impedance tomography (EIT), electrodes are attached
 on the boundary of an object and currents are injected into the ob-
 ject through these electrodes. The voltages on all electrodes are
 measured and the conductivity of the object is reconstructed based
 on the measured voltages and known currents; for reviews on EIT,
 see [1–5].


Electrical impedance tomography has numerous applications in
 biomedicine, industry, geology and nondestructive testing. The
 biomedical applications include the monitoring of the lungs and
 heart [1, 6–9], breast cancer detection [10, 11], and imaging of hu-
 man brain activity [12]. Examples of the industrial applications
 include the imaging of the multi-phase flows [13–16], the behav-
 ior of the air-core within the hydrocyclone [17], sensor for optimal
 control [18], slurry mixing [19], and separation [20]. The geophys-
 ical applications include leak detection of waste storage tanks [21],
 hydraulic barrier monitoring [22], and soil water content variations
 [23]. The nondestructive testing applications include the imaging
 of concrete [24], for example.


The reconstruction of the conductivity is a non-linear, ill-posed
 inverse problem, which is highly sensitive to measurement and ap-
 proximation errors. The effect of the measurement errors can be
 reduced by using an accurate measurement system and by careful
 modeling of the statistics of the measurement error, see for exam-
 ple [25].


The approximation errors, on the other hand, are related to dis-
cretization of the forward model and approximations in the forward
model. In several applications, the forward model has to be reduced
since the computation resources and time are limited. The forward
model can be reduced using, for example, coarser discretization
or reducing the size of the computational domain. Further, one
has to use an approximative model when the forward model con-



(19)tains inaccurately known nuisance parameters. For example, the
 parameterization of the boundary of the body can be unknown in
 biomedical applications of EIT. One such application is EIT chest
 imaging in which the accurate shape of the chest is unknown and
 the shape is time dependent due to breathing. Another typical ex-
 ample of unknown nuisance parameters are the electrode contact
 impedances. Most of the current approaches to EIT treat the con-
 tact impedances as known, fixed parameters. However, in practical
 measurements they are always unknown and can change during
 the measurements. For example, in industrial applications the con-
 tamination of the surface of the electrodes can change the contact
 impedances locally and temporally as well.


The reconstruction errors due to approximation errors can be
 reduced by using the recently proposed Bayesian approximation
 error approach [26,27]. The key idea in the approximation error ap-
 proach is, loosely speaking, to represent not only the measurement
 error, but also the effects of the computational model errors and
 uncertainties as an auxiliary additive noise process in the observa-
 tion model. The realization of the approximation error is obviously
 unknown since its value depends on the actual unknown conduc-
 tivity and possibly on uncertainly known nuisance parameters in
 the forward model. However, the statistics of the related approx-
 imation error can be estimated over the prior distribution models.


The statistical model of the approximation error is then used in the
 reconstruction process to compensate for the effect of the approxi-
 mation errors.


The approximation error approach was originally applied for
 model reduction errors in EIT with numerical examples in [26]. Af-
 ter that the approximation error approach has been applied for dif-
 ferent approximation errors and also for other inverse problems.


The approximation error approach for the marginalization of un-
known nuisance parameters was proposed in [28]. The computed
examples were related to optical tomography in which the absorp-
tion coefficient is usually the primarily interesting parameter and
the scattering coefficient can be considered as a nuisance parameter.
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In geophysical EIT, the discretization errors and errors due to trun-
 cation of the computational domain were studied in [29]. In [30],
 linear approximation for the forward solution was used in EIT in-
 verse problem and the linearization error was treated by using the
 approximation error approach. In optical tomography, model re-
 duction, domain truncation and unknown anisotropy structures
 were treated in [31–34]. In [35], again related to optical tomog-
 raphy, an approximative physical model (diffusion model instead
 of the radiative transfer model) was used for the forward problem.


The aim of this thesis is to apply the approximation error ap-
 proach to approximation errors in EIT. The approximation errors
 that are considered are the errors due to reduced discretization,
 truncation of the computation domain, unknown electrode contact
 impedances, and unknown shape of the body. The approximation
 error approach is evaluated with real laboratory measurements in
 all cases. These approximation errors are pivotal in EIT, since they
 make the computation of the feasible reconstructions excessively
 time consuming or impossible when the conventional measurement
 error models are employed.


In this thesis, following case studies of the approximation error
 approach are considered:


1. The first study concern a process monitoring application. The
 studied approximation errors are due to reduced discretiza-
 tion and partially unknown geometry of the target. The ge-
 ometry of the target is partially unknown due to unknown
 height of the liquid in the laboratory vessel. By employing the
 approximation error approach feasible reconstructions can be
 computed using reduced discretization and by using approx-
 imative computation domain.


2. The approximation error approach is applied for errors due to
discretization, truncation of the computation domain and un-
known contact impedances. These approximation errors are
encountered in a flow monitoring application. By using the
approximation error approach, the computation time can be



(21)reduced significantly. Furthermore, the solution of the inverse
 problem becomes less complicated since the electrode contact
 impedances does not have to be estimated.


3. The approximation errors due to reduced discretization and
 unknown shape of the body are reduced by employing the ap-
 proximation error approach. The computed examples concern
 the chest imaging problem in which the shape of the chest is
 unknown. The cross-section of the chest is modeled with a
 model domain which is used in the inverse problem. The ap-
 proach is evaluated both with simulated measurements and
 measurements from a chest phantom.


4. The reconstruction of the conductivity and the shape of the
 body is proposed. The approximation error approach is em-
 ployed in a novel way enabling the simultaneous estimation
 of the conductivity and a low rank approximation for the un-
 known realization of the approximation error. In the second
 stage of the approach, the unknown shape of the body is es-
 timated based on the approximative joint distribution of the
 approximation error and the parameterization of the bound-
 ary shape. The computed examples concern the EIT chest
 imaging application.


This thesis is organized as follows. The Bayesian framework for
the inverse problems and the approximation error approach is re-
viewed briefly in Chapter 2. Furthermore, the previous applications
of the approximation error approach are also reviewed in Chapter
2. In Chapter 3, the forward model and notations in the EIT for-
ward model are represented. The reconstruction problem in EIT is
also reviewed in Chapter 3. The review of the results is given in
Chapter 4. In Chapter 5, summary and conclusions of the thesis are
given.
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2 Inverse problem in statisti- cal framework


In this chapter, we present a brief review on inverse problems in
 the statistical framework and typical estimates computed using this
 approach. Furthermore, a review on approximation error approach
 is also given. For more details of the Bayesian framework for in-
 verse problems in general see [2, 26, 36, 37] and for approximation
 error approach, see [26–28, 31].


We consider the inverse problem of estimating x given indirect
 noisy observations (measurements) y. The model that relates the
 measurementsyand quantityx isy= A(x,d) +e, where A(x,d)is
 the forward operator, d is a vector of possibly unknown nuisance
 parameters andeis the measurement noise.


2.1 INVERSE PROBLEM


2.1.1 Construction of the posterior model


The discussion is mainly based on the references [26, 28, 31]. In the
 Bayesian framework, all unknowns and measurements are consid-
 ered as random variables and the uncertainty related to their val-
 ues is encoded in their probability distribution models. The joint
 probability density of the parameter x, nuisance parameter d, and
 measurementsy can be written as


π(x,d,y) =π(x,d)π(y|x,d) =π(y)π(x,d|y), (2.1)
 where π(y | x,d)is thelikelihood modeland the probability density
 π(x,d)is theprior modelof xandd. The posterior density, which is
 given by the Bayes formula


π(x,d|y) = π(y |x,d)π(x,d)


π(y) , (2.2)



(23)is the complete probabilistic model of the inverse problem and rep-
 resents the uncertainty in the unknowns given the measurements.


In conventional approaches to inverse problems, the nuisance
 parameter d is assumed to be known. Let ˜d denote a fixed value
 for the parameter d. In the sequel, the tilde ˜· refers to the models
 that are to be used in the inversion. In the Bayesian formulation,
 all variables that are known, such as measurements, orare treated as
 fixed parameters, appear as conditioning variables. Thus, if we fix
 d=d, instead of˜ π(x,d|y)in (2.2), we actually consider


π(x|y,d= d˜) = π(y|x,d= d˜)π(x)


π(y) . (2.3)


Formally, the uncertainty in the primary interesting unknown x is
 obtained by marginalization (integrating) over din (2.2)


π(x |y) =


Z


π(x,d|y)dd. (2.4)
 The posterior uncertainty of x that is predicted by (2.3) is usually
 significantly overoptimistic when compared to the actual uncer-
 tainty given by (2.4). In addition, any point estimates, such as the
 maximum a posteriori estimate, are bound to be highly misleading.


It is important to note that π(x | y) 6= π(x | y,d0) generally with
 any d0.


Unfortunately, the integral in (2.4) does not generally have an
 analytical solution and can be computed only with the often exces-
 sively resource demanding Markov chain Monte Carlo approach,
 see for example [26, 38–40]. For this reason, approximations are
 usually needed to be considered in applications with limited com-
 putational resources.


2.1.2 Point and spread estimates


In practice, the posterior density is often high dimensional which
makes direct interpretation and visualization infeasible. For exam-
ple, in image reconstruction problems the dimension of the poste-
rior density can be several thousands. To interpret and visualize
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the solution, one computes point estimates from the posterior. One
 of the most commonly used point estimate is the maximum a pos-
 teriori (MAP) estimate


xMAP=arg maxπ(x|y). (2.5)
 The computation of the MAP estimate leads to an optimization
 problem. Another commonly used point estimate is the conditional
 mean (CM) estimate. The computation of the CM estimate of the
 posterior density leads to an integration problem


xCM =


Z


xπ(x|y)dx. (2.6)
 The integration problem can be solved by using Markov chain Monte
 Carlo (MCMC) methods.


In statistical framework, the reliability of the point estimates
 can be assessed by computing spread estimates. The conditional
 covariance is defined as


cov(x|y) =


Z


(x−xCM)(x−xCM)Tπ(x |y)dx. (2.7)
 The computation of the conditional covariance is also an integration
 problem.


2.2 CONVENTIONAL ERROR MODEL
 2.2.1 Construction of the posterior model


The measurements are commonly modeled with the Gaussian ad-
 ditive noise model


y = A(x,d) +e, e∼ N(e∗,Γe) (2.8)
 where A(x,d) is a non-linear forward model and e is a Gaussian
 distributed noise vector with meane∗ and covariance matrix Γe. If
 parametersx,dandeare mutually independent, the likelihood can
 be written as


π(y|x,d) =πe(y−A(x,d)), (2.9)



(25)where πeis the probability density of the noisee. Moreover, let the
 prior model be the Gaussian distribution N(x∗,Γx),


π(x)∝exp
 


−12(x−x∗)TΓ−x1(x−x∗)
 


where x∗ ∈ RN is the prior mean andΓx the prior covariance ma-
 trix.


Then, the posterior density ofx givenboth the measurements y
 andthe parameterdbecomes


π(x|y,d)∝ exp
 


−1


2(x−x∗)TΓ−x1(x−x∗)


− 12(y−A(x,d)−e∗)TΓ−e1(y−A(x,d)−e∗)
 


.


(2.10)
 Note that the distribution (2.10) represents the posterior uncertainty
 in x only if thed that is used as a fixed parameter in (2.10), corre-
 sponds to the actual value of the parameter.


2.2.2 MAP-estimate with conventional error model


The MAP-estimate of the posterior density (2.10) is computed as
 follows


xMAP=arg maxπ(x|y,d)


=arg min


kLe(y−A(x,d)−e∗)k2


+ kLx(x−x∗)k2 , (2.11)
 where Le andLxare Cholesky factors such that


Γ−e1= LTeLe, Γ−x1= LTxLx.


The minimization problem (2.11) can be solved, for example, by
the Gauss-Newton algorithm [41]. We refer to (2.11) as MAP with
conventional error model (MAP-CEM).
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2.3 APPROXIMATION ERROR APPROACH


In this section, the approximation error approach is formulated to
 account for discretization errors and errors due to unknown pa-
 rameters d in the forward model A(x,d). Typically, the solution
 of the forward model is computed using some numerical method
 such as finite element method FEM [42]. In this section, the FEM
 solution of the forward model A(x,d)is denoted asAh(x,d)where
 h is the discretization level parameter controlling the mesh density
 and x ∈ RNn. It follows from the theory of finite element method
 that [42]


Ah(x,d)→ A(x,d)ash→0 and Nn →∞
 Let


y= Aδ(x,¯ d) +e, (2.12)
 denote a (sufficiently) accurate model between the unknowns and
 measurements. Here the parameter d and discretization level pa-
 rameter δ are such that the error in the FEM approximation is
 smaller than the measurement error. The parameterization ¯x is
 dense enough in the above sense.


In practical applications, the nuisance parameter d is often un-
 known. Furthermore, for reasons related to the computation time
 and resources, there is often pressure to keep the discretization level
 of the forward model relatively coarse. In such a case, the accurate
 model (2.12) is replaced by the approximate measurement model:


y≈ Ah(x, ˜d) +e, (2.13)
 where the discretization level parameterh>δ and ˜dis the approx-
 imative nuisance parameter vector, and one hopes that the approxi-
 mation in (2.13) is a feasible one. The relation of the representation
 of the parametersx and ¯x in (2.12) and (2.13) is of the form


Px¯ =x, (2.14)


where Pis a matrix that interpolates the parameter ¯xin the model
(2.12) to parameterxin the model (2.13). The model Ah(x, ˜d)is the



(27)model that is to be used in the inversion, that is, the discretization
 level and the parameters ˜dare fixed. We refer to the modelAh(x, ˜d)
 in (2.13) as thetarget model.


2.3.1 Construction of approximative posterior model


In the approximation error approach, instead of writing the approx-
 imation (2.13), theaccurate measurement model(2.12) is written in the
 form


y= Ah(x, ˜d) + Aδ(x,¯ d)−Ah(x, ˜d)+e


= Ah(x, ˜d) +ε(x,¯ d) +e


= Ah(x, ˜d) +η, (2.15)


where ε(x,¯ d) represents the approximation error due to the dis-
 cretization and approximative parameter ˜d, and we denote η =
 ε+e. Being a function of random variables, ε is a random vari-
 able and the joint densityπ(ε, ¯x,d)as well as the marginal density
 π(x,¯ ε)can be computed in principle, but in most cases these do not
 have analytical expressions.


The objective in the approximation error approach is to derive a
 computationally efficient approximation ˜π(x | y)for the posterior
 density π(x | y) based on the measurement model (2.15). When
 x anddare modelled as mutually independent, and the only term
 that depends on the random variable d in (2.15) is η, the posterior
 model corresponding to (2.15) can be written as


˜


π(x|y) =πη|x(y−Ah(x, ˜d)|x)


| {z }


π(y|x)


π(x), (2.16)


see [28] for details. A complication is that the likelihood π(y |
x) in (2.16) does not in general have an analytic expression. To
obtain a computationally feasible and efficient approximation ˜π(x|
y), we make the Gaussian approximation for the joint distribution
π(x,η). This is the core of the most common implementation of the
approximation error approach, in particular when computational
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efficiency is sought. Then, we obtain the Gaussian approximation
 for the likelihood in (2.16), and the approximation for the posterior
 model becomes:


˜


π(x|y)∝ exp
 


−12(x−x∗)TΓ−x1(x−x∗)


−1


2(y−Ah(x, ˜d)−η∗|x)TΓ−η|1x(y−Ah(x, ˜d)−η∗|x)
 


,


(2.17)
 where


η∗|x= ε∗+e∗+ΓηxΓ−x1(x−x∗) (2.18)
 Γη|x= Γε+Γe−ΓηxΓ−x1Γxη, (2.19)
 and whereΓηx = Γεx+Γex andΓηx =ΓTxη. When the measurement
 errorseand parameterxare mutually independent, that is,Γex =0,
 we haveΓηx =Γεx in Eqs. (2.17-2.19).


2.3.2 MAP-estimate with approximation error model


The computation of the MAP estimate from the posterior model
 (2.17) amounts to solving the minimization problem


xMAP=arg minn


||Lη|x(y−Ah(x, ˜d)−η∗|x)||2


+ ||Lx(x−x∗)||2 , (2.20)
 where the Cholesky factor LTη|xLη|x = Γ−1


η|x. Thus, the MAP esti-
 mation problem with the approximation error approach is formally
 similar to the MAP estimation (2.11) with the conventional noise
 model, and therefore the functional (2.20) can be minimized with
 the same algorithms as the MAP with conventional noise model
 (2.11). We refer to the MAP estimate (2.20) as MAP with theapprox-
 imation error model(MAP-AEM).


Note that in the case of non-linear forward models, the meanε∗
and the covariancesΓε, Γεx andΓxε in equations (2.18-2.19) need to
be estimated based on Monte Carlo simulations, see Section 2.3.4.



(29)However, this task can be done offline and needs to be done only
 once for a given measurement setup, and for the expected range of
 uncertainties.


2.3.3 Complete and enhanced error models


The approximation error model using the mean and covariance
 defined as in equations (2.18-2.19) is referred as the complete error
 model. While it is clear that ε and x are not independent, it has
 turned out in several applications that a feasible approximation is
 obtained by settingΓεx =0 andΓTxε =0. With this further approxi-
 mation, and the earlier assumptionΓex=0, we have


η∗|x ≈ε∗+e∗, Γη|x ≈Γε+Γe (2.21)
 in (2.18-2.19). This approximation is called theenhanced error model,
 see [26,27]. The estimates computed with the enhanced error model
 were found feasible in several applications, see for example [26, 29,
 31]. On the other hand, the effect of the approximation in (2.21) was
 found significant in the deconvolution example in [27].


2.3.4 Computation of the statistics of the approximation error
 In cases in which the measurement model is linear and the prior
 model and measurement error model are Gaussian, the approxima-
 tion error statistics can be computed analytically, see [26]. In other
 cases the statistics is, however, typically estimated by Monte Carlo
 simulation.


For the Monte Carlo simulation, we generate a set of Ns draws
 from the prior modelsπ(d)andπ(x¯). The samples of the unknown


¯


x and the parameterd are denoted as: {x¯(`),d(`),`= 1, 2, , . . . ,Ns}.
These samples are then used for the computation of theaccuratefor-
ward solutionAδ(x¯(`),d(`))and for thetarget modelsolutionAh(x(`), ˜d)
for each of the Nssamples. For the computation of the target model
solution, the samplesx(`)are obtained by x(`) =Px¯(`), see equation
(2.14).
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Given the accurate and target forward solutions, the samples
 ε(`) of the approximation error are obtained as


ε(`) = Aδ(x¯(`),d(`))−Ah(Px¯(`), ˜d)


for the combined unknown nuisance parameter errors and discretiza-
 tion errors. Letξ denote the stacked variables


ξ = ε
 x


!
 .


The second order joint statistics (the mean ξ∗ and covariance ma-
 trix Γξ) of the approximation error εand the parameter x are then
 estimated as


ξ∗ = 1
 Ns


Ns



∑


`=1


ξ(`), Γξ = 1
 Ns−1


Ns



∑


`=1


ζ(`)ζ(`)T,
 where


ξ(`) = ε


(`)


x(`)


!


, ζ(`)= ε


(`)


x(`)


!


− εx∗


∗


!


and


Γξ = Γε Γεx
 Γxε Γx


!
 .


The Gaussian approximation for the joint density is written as
 π(ε,x)≈ N(ξ∗,Γξ).


2.3.5 Review of earlier work on approximation error theory
 The approximation error approach was first proposed for discretiza-
 tion errors with several numerical examples in [26]. The closed
 form equations for the statistics of the approximation error were de-
 rived in the case of the additive linear Gaussian observation model.


In this linear case, the approach was evaluated with computed ex-
 amples of the full angle CT problem and image deblurring problem.


The approximation error approach was also applied to non-linear



(31)EIT inverse problem. Since all applications concerned discretiza-
 tion errors, the term “approximation error” is commonly used also
 where “modelling error” might be a more appropriate term.


In [27], the approximation error approach and discretization er-
 rors in linear inverse problems were discussed. The approximation
 error theory was formulated for both the complete and enhanced
 error models. The approach was evaluated using a deconvolution
 example. In this example, the approximations in the enhanced error
 model produced significant errors and the estimates with the com-
 plete error model were better than those with the enhanced error
 model.


In [29], the approximation error approach was applied for er-
 rors due to reduced discretization and truncation of the compu-
 tation domain. The computed examples concerned a geophysical
 application of EIT in which the adequately large computation do-
 main leads to prohibitive computation cost. For that reason, the
 computation domain was truncated near the region of interest and
 the discretization of the forward model was reduced. It was found
 that these approximation errors can be efficiently compensated for
 by using the approximation error approach. It was also shown that
 only a few samples was adequate for the estimation of the approx-
 imation error statistics in this case.


In [30], a circular anomaly in the homogeneous background
 was estimated using EIT. The CM estimates of the location of the
 anomaly were computed using MCMC. In these computations, the
 linear approximation of the EIT forward model was used due to the
 heavy computation load of repetitive solutions of the full forward
 problem. The linearization errors were compensated for by using
 the approximation error approach and feasible estimates of the lo-
 cation of the anomaly were obtained. Erroneous estimates of the
 location were obtained if the approximation errors due to lineariza-
 tion was not taken into account.


The approximation errors are sometimes reduced by using sim-
ilar ideas as in the approximation error approach without com-
puting the full statistics of the approximation error. For example,
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in [43], an EIT measurement from a target with the known conduc-
 tivity was conducted and the corresponding forward problem was
 solved using this conductivity. Then the mean of the observation
 noise was estimated by computing the difference of the measured
 and computed voltages. In approximation error approach, this pro-
 cedure correspond to estimation of the mean of the approximation
 error by using only one sample.


In addition to EIT, the approximation error approach has also
 been applied to other inverse problems and other types of (approxi-
 mation) errors. In optical tomography (OT), model reduction errors
 were treated in [31]. Significant improvement in the estimate qual-
 ity was observed when the approximation error approach was used.


Furthermore, the performance of the approximation error approach
 was studied by computing the expected estimation errors by using a
 simulated data set. The expected estimation errors were computed
 as sample averages by using the estimated and true absorption and
 scattering values. The estimation error decreased as the additive
 measurement noise level decreased when the approximation error
 approach was employed. On the other hand, the estimation error
 increased as the additive noise level decreased below the approx-
 imation error level when the conventional error model was used.


These findings were similar as in the EIT case in [26].


In [33], the approximation errors due to uncertain parameters
in the anisotropic forward model were compensated for by using
approximation error approach. The strength and direction of the
anisotropy was modeled with a few parameters and the approx-
imation error statistics were computed using a prior distribution
of these parameters. In [34], the shape of the target boundary
in OT measurements was unknown and therefore the reconstruc-
tions were computed using a model domain. Although the actual
medium was isotropic, the discrepancy between the model and the
reality could be interpreted as generation of anisotropies. How-
ever, the direction and strength of the anisotropy was unknown
also in this case and therefore this uncertainty was modeled with
approximation error approach similarly as in [33]. Feasible esti-



(33)mates were obtained by employing the approximation error ap-
 proach, while the reconstructions with the conventional measure-
 ment error model were useless.


The compensation of errors due to reduced discretization and
 truncation of the computation domain in OT was studied in [32].


The approach was evaluated with laboratory measurements from a
 cylindrical target. In the reduced model, the computation domain
 was truncated near the measurement sensors. Feasible estimates
 were obtained using the approximation error approach when the
 reduced model was used. The reconstructions with the conven-
 tional error model were infeasible when the same forward model
 was used.


The approximation errors in OT due to a approximative math-
 ematical model for light propagation in the medium and model
 reduction were discussed in [35]. In that work, the computation-
 ally tedious radiative transfer model was approximated with the
 diffusion model. The diffusion model cannot describe light propa-
 gation accurately in weakly scattering medium and near the colli-
 mated light sources and the boundary of the computation domain.


It was found that the approximation error approach compensates
 efficiently both errors due to incorrect forward model and model
 reduction.


In [44], the approximation error approach was used to compen-
 sate for errors due to first order Born approximation with an infinite
 space Green’s function model in OT. In reality, the forward model
 is nonlinear and data is generated on a finite domain with possi-
 bly unknown background properties. It was shown that feasible
 estimates can be produced by using linear reconstruction method
 and the approximation error approach also in situations in which
 the background optical properties are not known and a reference
 measurement is not available.


In OT, the absorption coefficient is usually more interesting than
the scattering coefficient. In order to get reliable estimates of the
absorption, the scattering coefficient has to be known or estimated
simultaneously with the absorption. In [28], the scattering coef-
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ficient was approximated with an homogeneous value in inverse
 computations and the approximation errors were treated with the
 approximation error approach. In general terms, this procedure
 can be thought as approximate premarginalization of uninterest-
 ing distributed parameters. When the uninteresting parameters are
 premarginalized, the resulting inverse problem is computationally
 more feasible than estimation of all coefficients.


The extension and application of the approximation error ap-
 proach to time-dependent linear inverse problems was considered
 in [45] and to non-linear inverse problems in [46]. In these papers,
 both approximation errors due to a reduced forward model and
 increased time stepping in the evolution model were taken into ac-
 count. In [47], the approximation error approach and discretiza-
 tion errors due to spatial discretization were studied. In that work,
 the temporal discretization of the model was exact as it was rep-
 resented using an analytic semi-group. In [48], the approximation
 error approach for large dimensional non-stationary inverse prob-
 lems was proposed. An application of the approach for estimation
 of the distributed thermal parameters of tissue was represented.


The approximation error approach in non-stationary inverse prob-
 lems was modified to allow the updating of the approximation error
 statistics during the accumulation of the measurement information
 in [49]. The updating of the statistics was accomplished by com-
 puting weights for the approximation error samples using the mea-
 sured data. The approximation error statistics was then computed
 as weighted sample average after each measurement.


In [50], the identification of a contaminant source in a lake en-
 vironment by using remote sensing measurements was discussed.


The objective was to determine the location, release rate and the
time instant at which the release was started. The discretization
errors due to forward model reduction were taken into account by
employing the approximation error approach. The estimated ap-
proximation error statistics revealed the accumulation of the dis-
cretization errors with time (seen as increasing error levels). It was
found that large errors of the estimated location of the pollution



(35)source occurs if the approximation errors are not modeled. The lo-
 cation of the release was accurately found when the approximation
 error approach was used. Furthermore, the confidence limits with
 the approximation error approach were feasible.


In [51], the flow of the electrically conductive fluids in porous
 media was imaged using EIT. The approximation error approach
 was used for compensation of errors due to model reduction and
 uncertain parameters (permeability distribution) in the evolution
 model. The estimates of the water saturation distributions were
 significantly improved when the approximation error approach was
 used.


In [52], the non-stationary concentration distribution was recon-
 structed using EIT. The actual time dependent velocity field of the
 flow was unknown and the mean flow was used in the evolution
 model. The approximation error approach was used to compensate
 for errors due to time variability of the velocity field. This approach
 was extended in [53] in which the simultaneous estimation of the
 concentration and a reduced order approximation for the unknown
 non-stationary velocity field was proposed. The approximation er-
 rors due to non-estimated part of the velocity field were treated
 using the approximation error approach.


In [54], the non-stationary approximation error approach was
 experimentally evaluated with three-dimensional process tomog-
 raphy measurements. Electrical impedance tomography measure-
 ments were conducted in case of rapidly moving fluid in a pipeline.


The approximation errors due to truncation of the computation do-
 main, reduced discretization, unknown contact impedances, and
 partially unknown boundary condition in the convection-diffusion
 model were taken into account using approximation error approach.


The reconstructions using approximation error approach were su-
perior compared to stationary reconstructions and non-stationary
reconstructions without the approximation error approach.



(36)
3 Electrical impedance to- mography


In electrical impedance tomography (EIT),Nel contact electrodese`
 are attached on the boundary of the object, see figure 3.1. Currents
 are injected through these electrodes and the resulting voltages are
 measured using the same electrodes. The conductivity σ of the
 object is estimated based on the measured voltages and known cur-
 rents.


In Section 3.1, the forward model and the numerical implemen-
 tation of the model are explained. The forward model describes
 how the voltages on the electrodes can be determined when the
 conductivity of the object and the injected currents are known. In
 this thesis, the complete electrode model is used as the forward
 model [55, 56]. The forward problem is solved with the finite ele-
 ment method. The notations used in the finite element approxima-
 tions are explained in Section 3.1. Furthermore, the measurement
 error model is also represented in Section 3.1. In Section 3.2, the
 inverse problem in EIT is briefly reviewed. In Section 3.3, the com-
 puted estimates and prior model in this thesis are discussed. For
 more detailed discussions on EIT, see for example [57–59].


3.1 FORWARD MODEL AND NOTATION


We model the EIT measurements with the complete electrode model
 [55, 56]:


∇ ·σ(x)∇u(x) =0, x∈Ω (3.1)
 u(x) +z`σ(x)∂u(x)


∂n =U`, x∈e` ⊂∂Ω, (3.2)
 Z


e`


σ(x)∂u(x)


∂n dS= I`, x∈ e` ⊂∂Ω, (3.3)
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Ω


∂Ω


Figure 3.1: A schematic representation of an EIT experiment. The contact electrodes e`are
 attached on the boundary∂Ωof the bodyΩ.


σ(x)∂u(x)


∂n =0, x ∈∂Ω\


Nel


[


l=1


e`. (3.4)


whereΩ⊂ Rq, q=2, 3, denote the measurement domain,x∈Rq
 is the position vector,u(x)is the potential distribution insideΩ,nis
 the outward unit normal vector at∂Ω,σ(x)is the conductivity, and
 z` is the contact impedance between the object and the electrodee`.
 The currents satisfy the charge conservation law


Nel



∑


`=1


I` =0, (3.5)


and a ground level for the voltages can be fixed by


Nel



∑


`=1


U`=0. (3.6)


3.1.1 Finite element approximation of the forward model


The numerical approximation of the forward model (3.1-3.6) is based
 on the finite element (FEM) approximation. In the FEM approxima-
 tion, the domainΩis divided into Nedisjoint elements joined atNn


vertex nodes. The potentialuand electrode potentialsU∈RNelsat-
isfying the variational form (see [56]) of (3.1-3.6) are approximated
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as


uh(x) =


Nn



∑


i=1


αiφi(x), (3.7)
 Uh =


Nel−1



∑


j=1


βjnj (3.8)


where the functions φi are the nodal basis functions of the finite
 element mesh and vectorsnj ∈RNel are chosen such that condition
 (3.6) holds. The parameter h denotes the size of the largest ele-
 ment in the mesh and defines the discretization level. The theory
 of elliptic operators guarantees that [56]


(uh(x),Uh)→(u(x),U)ash→0 and Nn→∞


where (u(x),U) is the solution of the variational formulation of
 (3.1-3.6). The conductivityσ(x)is approximated in a basis


σ(x) =


N



∑


k=1


σkψk(x). (3.9)
 Typically, ψk(x) are the nodal basis functions in a separate finite
 element type mesh. In the following, we identify the conductivity
 σ(x) in (3.9) with the coefficient vector σ = (σ1, . . . ,σN)T ∈ RN.
 By these choices, the numerical forward solution for each current
 injection is obtained by solving a (Nn+Nel−1)×(Nn+Nel−1)
 system of equations. For further details on the FEM approximation
 of the complete electrode model, see for example [2, 60].


3.1.2 Conventional error model in EIT


The measurement noise in EIT experiments is commonly modeled
 as Gaussian additive noise which is mutually independent with the
 unknown conductivity. This leads to measurement model


V=Uh(σ,d) +e, e∼ N(e∗,Γe) (3.10)
where V ∈ Rm is the vector of the measured voltages, Uh(σ,d) ∈
Rm is the forward solution corresponding to single EIT experiment,



(39)h is the discretization level parameter in (3.7), σ ∈ RN is the con-
 ductivity vector, ande∈Rmis a Gaussian distributed measurement
 noise with mean e∗ ∈ Rm and covariance matrix Γe. Furthermore,
 the parameter vectordrepresents (possibly unknown) nuisance pa-
 rameters in the forward model. Typical nuisance parameters in EIT
 are the contact impedances and parameters that define the shape of
 the computation domain, for example.


3.2 INVERSE PROBLEM IN EIT


In this section, a brief review of inversion methods in EIT is given.


The absolute imaging is discussed in Section 3.2.1 and difference
 imaging in Section 3.2.2. For more extensive reviews of the EIT re-
 construction methods, see [1–3, 57–59, 61, 62]. For the mathematical
 background of the EIT inverse problem, see [63] in which the EIT in-
 verse problem was first formulated. Since then uniqueness and ex-
 istence proofs for the EIT inverse problem with different regularity
 requirements on the conductivity have been represented in [64–66],
 for example.


In this thesis, the conductivity is assumed to be stationary dur-
 ing the acquisition of one measurement frame both in absolute
 imaging and in difference imaging. For the treatment of non-station-
 ary EIT problem, see for example [67–69].


3.2.1 Absolute imaging


Most of the EIT reconstruction methods are based on the regular-
 ized non-linear least squares (LS) formulation of the EIT inverse
 problem, see for example [70–73]. The solution of the inverse prob-
 lem in this case corresponds to minimization of the functional


kL1(V−Uh(σ,d)−e∗)k2+αkL2(σ−σ∗)k2 (3.11)
with respect σ. The interpretation of the terms in (3.11) is dif-
ferent depending on the inversion method used. For example, in
Tikhonov regularization L1 is a weighting matrix,α is the regular-
ization parameter, L2 is the regularization matrix and σ∗ is a prior
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estimate for the conductivity. In statistical framework, the func-
 tional of the form (3.11) corresponds to Gaussian models for the
 noise and prior. In this case, the matrix L1 = Le is the Cholesky
 factor such thatΓ−e1 = LTeLe,√


αL2 = Lσ such thatΓ−σ1= LTσLσ and
 σ∗ is the mean of the Gaussian prior. The solution of the minimiza-
 tion problem (3.11) can be computed using minimization algorithm
 such as Gauss-Newton algorithm.


Note that significant reconstruction errors occur in many practi-
 cal applications if discretization of the forward problem is reduced
 or the nuisance parameter vectordis unknown.


3.2.2 Difference imaging


In absolute imaging the conductivity σ is reconstructed based on
 the measured voltagesV corresponding to single time instant. On
 the other hand, in (time) difference imaging the difference in the
 conductivity between two time instants is reconstructed. The first
 step in difference imaging is to measure the reference measurement
 Vref corresponding to conductivity σref. Then the actual measure-
 mentV corresponding to conductivityσ is conducted and the dif-
 ferenceδσ=σ−σref is reconstructed.


The reconstruction of the conductivityδσ in difference imaging
 is based on the linearized observation model


V≈U(σref,d) +J(σ−σref) +e, (3.12)
 where J is the Jacobian matrix (sensitivity matrix) of the forward
 map evaluated atσref. The observation model (3.12) is also used in
 absolute imaging when the functional (3.11) is minimized by com-
 puting only one step of the minimization algorithm. One such algo-
 rithm is the NOSER algorithm [74]. In difference imaging, the for-
 ward solutionU(σref,d) is replaced with measured reference volt-
 ageVref. In this case, the observation model is of the form


V−Vref


| {z }


δV


≈ J(σ−σref)


| {z }


δσ


+e. (3.13)
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