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Abstract:Convolutional neural networks (CNNs) have gained prominence in the research literature
 on image classification over the last decade. One shortcoming of CNNs, however, is their lack of
 generalizability and tendency to overfit when presented with small training sets. Augmentation
 directly confronts this problem by generating new data points providing additional information.


In this paper, we investigate the performance of more than ten different sets of data augmentation
 methods, with two novel approaches proposed here: one based on the discrete wavelet transform
 and the other on the constant-Q Gabor transform. Pretrained ResNet50 networks are finetuned on
 each augmentation method. Combinations of these networks are evaluated and compared across
 four benchmark data sets of images representing diverse problems and collected by instruments
 that capture information at different scales: a virus data set, a bark data set, a portrait dataset, and a
 LIGO glitches data set. Experiments demonstrate the superiority of this approach. The best ensemble
 proposed in this work achieves state-of-the-art (or comparable) performance across all four data
 sets. This result shows that varying data augmentation is a feasible way for building an ensemble of
 classifiers for image classification.


Keywords:data augmentation; deep learning; convolutional neural networks; ensemble


1. Introduction


Convolutional neural networks (CNNs) have revolutionized image classification. The
 power of these networks lies in their ability to preserve the spatial properties of images
 due to their highly parameterized and sparsely connected kernels. With these networks,
 the spatial resolution of an image is systematically downsampled, while the depth of the
 feature maps is simultaneously expanded. The result is a network that learns relatively
 low-dimensional yet powerful representations of images that, in general, greatly surpass
 the effectiveness of handcrafted features. The success of CNNs has led to its predominance
 in contemporary literature. Nearly every task domain benefiting from computer vision
 publishes new research reporting previously unattainable classification results using CNN
 as a significant component in novel systems.


With this power comes a significant disadvantage, however. The problem is that CNNs
 are prone to overfit on small data sets because of their massive numbers of parameters.


Overfitting occurs when the network perfectly models the training set but cannot generalize
 its learning to predict the class of unseen data accurately. The overfitting problem has
 generated a need and an expectation for large data sets and is one of the pressures escalating
 data size growth. As noted in [1], data size is currently associated with research quality:


small sample sizes are often dismissed as lacking sufficient relevancy. Unfortunately, not
 all domains can keep up with the new data size requirements and expectations. The
 availability of large data sets, for example, is problematic in medical image analysis


J. Imaging2021,7, 254. https://doi.org/10.3390/jimaging7120254 https://www.mdpi.com/journal/jimaging



(2)J. Imaging2021,7, 254 2 of 13


and bioinformatics. Collecting images in these areas is well-known to be costly and
 labor-intensive.


Some workarounds for handling the problem of CNN overfitting include (1) transfer
 learning, where the network is pretrained on a massive data set (such as ImageNet [2]


with its 14+ million images divided into over 1000 classes) and then finetuned for a
 specific problem, and (2) data augmentation, where new samples are generated that are
 representative of the different classes. Some other methods that reduce overfitting include
 dropout [3], batch normalization [3], and zero-shot/one-shot learning [4,5].


According to Shorten, et al. [6], image augmentation, the focus of this study, strikes
 at the heart of the problem of overfitting and aids generalizability by extracting more
 information from the generation of more data points, a process that fosters continuous
 learning. Consequently, augmentation has become a vital technology in many fields [6–8].


In [6], the authors divide image data augmentation into two major categories: basic
 image manipulations (such as flipping, transposing, and color space manipulations) and
 deep learning approaches (based, for example, on GANs). For reviews on the deep learning
 approach in data augmentation, see [9,10]; and, for some recent GAN methods specifically,
 see [11,12]. The aim of this study is to compare combinations of the best image manipula-
 tion methods for generating new samples that the literature has shown works well with
 deep learners. In Section2, we review some of these methods. In addition, two novel
 image-based data augmentation algorithms are proposed: one using the Discrete Wavelet
 Transform (DWT) and the other the Constant-Q Gabor (CQT) transform [13]. As described
 in Section3, a separate pretrained ResNet50 network is finetuned on the original training
 set and the new images generated by each of the augmentation algorithms. Ensembles are
 built from combinations of these networks and evaluated across four benchmarks: a virus
 data set (VIR) [14], a portrait dataset (POR) [15], a tree bark image data set (BARK) [16], and
 a LIGO glitches data set (GRAV) [17]. As reported in Section4, the best ensemble proposed
 in this work achieves state-of-the-art (or comparable) performance across all three.


In brief, the main contributions of this study are the following:


• An evaluation across four benchmarks of some of the best augmentation methods
 based on image manipulations;


• The introduction of two new augmentation methods utilizing the DWT and CQT trans-
 forms (DWT achieves a top performance of 98.41% accuracy on the GRAV data set);


• An experimentally derived ensemble that achieves state-of-the-art performance on
 the VIR (90.00%), BARK (91.27%), POR (89.21%), and GRAV (98.33%) benchmarks.


This result shows that varying data augmentation is a feasible way for building an
 ensemble of classifiers for image classification.


• Access to all the MATLAB source code for the experiments reported in this work
 (available athttps://github.com/LorisNanni, accessed on 24 November 2021).


2. Related Works


In [6], basic image manipulations are broken down into the categories of kernel filters,
 color space transforms, geometric transformations, random erasing/cutting, and mixing
 images. These image manipulations are relatively easy to implement, but caution must be
 taken to preserve labels when using these transformations (flipping, for example, would
 change class “six” images in a written number data set to class “nine” and vice versa).


Indeed, one of the most popular geometric transforms for data augmentation is flipping,
 especially horizontal flipping [6]. Other geometric transforms include translating and
 rotating an image to create new samples [18–20]. For augmentation purposes, rotation is
 best performed on the right or left axis in the range [1◦, 359◦] [6]. Translating by shifting up,
 down, left, and right focuses on different areas in the image and effectively averts positional
 bias in a set of images. Translation, however, often adds noise [21]. Similar in effect to
 translation is random cropping, which randomly samples a section of the original sample.


Cropping has the additional advantage of reducing the size of the generated images if
desired. Noise injection creates new images by inserting random values into them, an
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augmentation technique that has been explored extensively in [22]. For a comparison
 of geometric augmentations on AlexNet tested on ImageNet and CIFAR10 [23], see [19];


the authors in this comparison study show that rotations perform better than the other
 geometrical transforms discussed above.


Color often contains valuable information as witnessed by the many databases dedi-
 cated to exploring color texture: Outex [24], VisTex [25], USPtex [26], Stex [27], NewBark-
 tex [28], KTH-TIPS 2b [29], Parquet [30] and more recently T1K+ [31]). Through color
 space transformations, biases in images based on illumination can be obviated [6]. For
 example, the pixels in the color channels of an RGB image can be put into a histogram
 and manipulated by applying filters to change the color space characteristics, a process
 that generates new samples. Color spaces can also be converted into one another for
 augmentation purposes, but care should be taken when transforming an RGB image into
 a grayscale version since this transformation has been shown to reduce performance by
 as much as 3%, according to [32]. Color distributions can also be jittered, and brightness,
 contrast, and saturation can be adjusted to make new images [18,19]. One disadvantage
 of using color space transformations is the risk of losing information. For a comparison
 between geometric and color space augmentations, see [33].


Kernel filters blur and sharpen images by sliding ann×nwindow across the image
 with a Gaussian blur or some other type of filter. A novel kernel filter called PatchShuf-
 fle that randomly swaps the matrix values in the window has also been applied with
 success [34].


Mixing images is another basic manipulation method that either averages pixel values
 between images [35] or transforms images and mixes them together in chains [36], masks, or
 in some other way. In [35], random images were cropped and randomly flipped horizontally.


The pixel RGB channel values were then averaged to produce a new image. In [37],
 nonlinear methods were introduced to combine new samples. Finally, in [38], GANs were
 used to mix images.


Similar to random cropping, random erasing [39] and cutting [40] helps with gener-
 alizability by occluding images, beneficial since objects rarely appear in full form in the
 world. In [39], the authors proposed randomly erasing patches of arbitrary size in an image.


This augmentation technique was evaluated on several ResNet architectures trained on
 CIFAR10, CIFAR100, and Fashion-MNIST, and results showed consistent performance
 improvements. For a survey of the literature on image mixing and data erasing, see [7].


Finally, it should be noted that some data augmentation techniques are performed
 considering the entire training set. Principal component analysis (PCA) jittering, for in-
 stance, multiplies the principal components of an image by a small number [18,19,33,41,42].


In [33], for instance, the first PCA component was multiplied by a random number from a
 uniform distribution. In [41], new samples were generated by projecting an original image
 onto a PCA or discrete cosine transform (DCT) subspace, adding noise to the components,
 and then reconstructing the altered images back into the original space.


3. Materials and Methods
 3.1. Proposed Approach


Consulting Figure1, our proposed approach can be described in the following way.


A given image in a training set is augmented using n augmentation methods, where
 n∈(0, 1, . . . 11). The eleven augmentation methods are outlined in Section3.2, and several
 combinations of these methods are experimentally investigated as described in Section4.


The original images, along with the new images generated by each augmentation method,
are finetuned on separate pretrained ResNet50 [43] networks, with various combinations
fused by sum rule. ResNet50 was chosen because of its low computation time to train.
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3.2. Data Augmentation Methods


We increased the number of images in our data sets using eleven data augmentation
 protocols (App1–11), as detailed below. Images of some of the more traditional augmenta-
 tion methods on the BARK data set are provided in Figure3. Examples specific to App5
 and the proposed methods are available in Figures4–6using the GRAV data set.


App1. The original image is first randomly reflected in the left-right and the top-
bottom directions. Subsequently, it is linearly scaled along both axes by two different
factors randomly extracted from the uniform distribution [1,2].
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 (c) shear. The rotation angle is randomly extracted from [−10, 10] degrees. The translation
 shifts along both axes with the value randomly sampled from the interval [0, 5] pixels. The
 vertical and horizontal shear angles are randomly sampled from the interval [0, 30] degrees.


App3. This augmentation method is the same as App2 but without shear.


App4. This method uses PCA and is the method described in [41]. The PCA space is
built on the training data only. Three perturbation methods are applied to alter the PCA
coefficients representing the original image vector; these perturbations generate a new



(6)J. Imaging2021,7, 254 6 of 13


feature vector and consequently a new image after the perturbed vector is reconstructed.


The first perturbation method consists of randomly setting to zero (with a probability 0.5)
 each element of the feature vector. In the second perturbation method, noise is added using
 the following MATLAB code, where PrImg is the PCA projected image:


noise = std(PrImg)/2;


K = img;


K = K + (rand(size(K))-0.5).*noise;


For the third perturbation method, five images are randomly extracted from the
 same class as the original image. All six images are PCA-transformed, and some of
 the components of the original image are exchanged with some of the corresponding
 components taken from the five other feature vectors. Each element of the five images
 replaces the original element with a probability of 0.05.


Since we have three channels for each color image, these perturbations are applied to
 each channel independently. In this way, App4 produces three augmented images from
 each original image.


App5. This augmentation method uses the same perturbation method as those de-
 scribed in App4, but the DCT is applied instead of PCA. The DC coefficient is never
 changed. Example images produced by using DCT are provided in Figure4.


App6. This method uses contrast augmentation, sharpness augmentation, and color
 shifting. The contrast augmentation linearly scales the original image between two values,
 aandb(witha<b) provided as inputs. These two values represent the lowest and the
 largest intensity values in the augmented image. Every pixel in the original image with
 intensity less thana(or greater thanb) is mapped to 0 (or 255). The sharpness augmentation
 first blurs the original image by a Gaussian filter with variance equal to one, and then it
 subtracts the blurred image from the original one. The color shifting method simply takes
 three integer numbers (shifts) from three RGB filters. Each shift is added to one of the three
 channels in the original image.


App7. This method produces seven augmented images from an original image.


The first four augmented images are made by altering the pixel colors in the original
 image using the MATLAB function jitterColorHSV with randomly selected values for
 hue (in the range [0.05, 0.15]), saturation (in the range [−0.4,−0.1]), brightness (in the
 range [−0.3,−0.1]), and contrast (in the range [1.2, 1.4]). The fifth augmented image is
 simply a gaussian-filtered version of the original one generated with the MATLAB function
 imgaussfilt. The Gaussian filter has standard deviation randomly ranging in the range
 [1, 6]. The sixth augmented image is produced by the MATLAB function imsharpen with
 the radius of the Gaussian lowpass filter equal to one and the strength of the sharpening
 equal to two. A further augmented image is produced by the color shifting described
 in App6.


App8. This method produces two augmented images starting from the original image
 and a second image (the target image) randomly extracted from the same class of the
 original one. The two augmented images are generated using two methods based on the
 nonlinear mapping of the original image on the target: RGB Histogram Specification and
 Stain Normalization using Reinhard Method [44].


App9. This method generates six augmented images using two different methods
 of elastic deformation: one in-house method and an RGB adaptation of ElasticTransform
 from the computer vision tool Albumentations (available athttps://albumentations.ai/


(accessed 15 October 2021). Both methods augment the original image by applying a
displacement field to its pixels. The in-house method consists in defining, for each pixel
in the original image, the displacement field∆x(x,y) = αrand(−1,+1)and∆y(x,y) =
αrand(−1,+1), whereαis a scaling factor that depends on the size of the original image
(here 7000, 1000, and 13,000) andrand(−1,+1)represents a random value extracted from
the standard uniform distribution in[−1, 1]. In the case of non-integerαvalues, bilinear
interpolation is applied. Because of the randomness of the displacement of each pixel,
this method introduces distortions in the augmented image. The second method addi-
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tionally uses the displacement field∆x(x,y) =rand(−1,+1)and∆y(x,y) =rand(−1,+1)
 defined for each of the pixels in the original image. The horizontal∆xand the vertical


∆ydisplacement fields are then filtered by means of one of the following three low pass
 filters: (1) circular averaging filter, (2) rotationally symmetric Gaussian lowpass filter, and
 (3) rotationally symmetric Laplacian of Gaussian filter. Finally, each of the two filtered
 displacement matrices is multiplied by the standardα=3000 and applied to the original
 image, as in the previous method (αwas not optimized because it worked well with the
 required size of images, which is 224×224 for RenNet50)


App10 (NEW). To our knowledge, this augmentation approach is proposed here for
 the first time. It is based on DWT [45] with the Daubechies wavelet db1 with one vanishing
 moment. DWT produces four 114×114 matrices from the original image, containing the
 approximation coefficients (cA) and the horizontal, vertical, and diagonal coefficients (cH,
 cV and cD, respectively). Three perturbation methods are applied to the coefficient matrices.


In the first method, a random number of matrix elements is set to zero for each matrix (each
 element with a probability of 50% is set to zero). The second method computes an additive
 constant as the standard deviation of the original image and a random number in the range
 [−0.5, 0.5]. This constant is then added to all the elements in the coefficient matrices. The
 third method selects five additional images from the same class as the original image and
 applies DWT. This process produces four coefficient matrices for each additional image.


Next, each element of the original cA, cH, cV, and cD matrix is replaced (with probability
 0.05) with elements from the additional image coefficient matrices. Finally, the inverse
 DWT is applied, generating three augmented images from the original one. Example
 images produced by applying this novel augmentation approach are provided in Figure5.


App11 (NEW). To our knowledge, this augmentation method is proposed here for
 the first time. It is based (CQT) [13], which returns a 116×12×227 tridimensional CQT
 array. Like App10, three different perturbations are applied to the CQT array. The first
 one sets to zero a random number of elements in the CQT vector as in App10. The second
 perturbation computes an additive constant as the sum of the original image standard
 deviation and a random number in the range [−0.5, 0.5]. This constant is then added to
 each of the 227 bidimensional 166×12 matrices that constitute the CQT vector. Finally,
 the third perturbation computes the CQT of five additional images from the same class as
 the original image and replaces (with probability 0.05) each value in the CQT vector of the
 original image with CQT vector elements from the additional CQT-transformed images.


Finally, the inverse CQT transform is applied, thereby producing three augmented images
 from the original one. Example images produced by applying this novel augmentation
 method are provided in Figure6.


In Table1, we report the number of artificial images added to each image in the
 original training set using the eleven approaches described above.


Table 1.Number of artificial images created by each data augmentation method.


Data Augmentation Method Number of Generated Images


App1 3


App2 6


App3 4


App4 3


App5 3


App6 3


App7 7


App8 2


App9 6


App10 3


App11 3


Note: The number of generated images is per image in the training set. As an example, if a training set has
1000 images, then App1 would build an additional 3×1000 images. Thus, the final training set would be 1000
(the original number in the training set) plus the 3000 images generated by App1.
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3.3. Data Sets


Benchmark data sets were selected for testing the different augmentation approaches.


These data sets were chosen for the following reasons: (1) the data sets represent very
 different image classification problems, (2) images were collected with instruments that
 capture information at significantly different scales, and (3) they are publicly available and
 easy to access. The performance indicator for all data sets is accuracy.


In the descriptions of the data sets that follow, the names in boldface are the abbrevia-
 tions used in the experimental section. These abbreviations are intended to be descriptive
 and reduce clutter in the tables reporting results.


VIR [14] is a popular virus benchmark containing 1500 Transmission Electron Mi-
 croscopy (TEM) images (size: 41 × 41) of viruses. This data set is available at https:


//www.cb.uu.se/~gustaf/virustexture/(accessed on 15 October 2021). The images in
 VIR are divided into fifteen classes representing different species of viruses. This virus
 collection contains two separate data sets: (1) the object scale data set (VIR) where the
 size of every virus in an image is 20 pixels and (2) the fixed scale data set where each
 pixel corresponds to 1 nm. Only the object scale data set is publicly available; the other is
 proprietary and thus not a benchmark.


BARK [16] is a relatively new data set that has reached benchmark status because
 it contains more than 23,000 high-resolution images (~1600×3800) of bark taken from
 twenty-three Canadian tree species, making it is the largest public data set of bark images.


Bark-101 is available at http://eidolon.univ-lyon2.fr/~remi1/Bark-101/ (accessed on
 15 October 2021). Each sample was collected in a region close to Quebec City and annotated
 by an expert. Care was taken to collect samples from trees located in different areas of the
 region under different illumination conditions and at widely varying scales.


GRAV [17] is another recent data set collected by the Gravity Spy project that is
 continuously evolving. The version used in this study is GravitySpyVersion1.0. located at
 https://www.zooniverse.org/projects/zooniverse/gravity-spy(accessed on 15 October
 2021). The images in GRAV are related to the detection of gravitational waves via ground-
 based laser-interferometric detectors that are sensitive to changes smaller than the diameter
 of an atomic nucleus. Although these detectors are state of the art, they are still susceptible
 to noise, called glitches, that impede the search for gravitational waves. The goal of
 the Gravity Spy project is to detect and classify a comprehensive set of these glitches
 into morphological families (with such descriptive names as Power Line, Paired Doves,
 Scratchy, and Whistle) by combining the judgments of scientists and machine learning
 algorithms. GRAV contains 8583 time-frequency images (size: 470×570) of LIGO glitches
 with metadata organized into twenty-two classes. GRAV has training, validation, and
 testing sets to facilitate comparisons between machine learning algorithms. Four different
 views at different durations can be extracted from each glitch.


POR [15] is a data set that contains 927 paintings from six different art movements:


(1) High Renaissance, (2) Impressionism, (3) Northern Renaissance, (4) Post-Impressionism,
 (5) Rococo, and (6) Ukiyo-e. The authors of this data set report a best accuracy rate of
 90.08% using a ten-fold cross-validation protocol and a method that combines both deep
 learning and handcrafted features.


4. Experimental Results


In the experiments reported in Table2, we compare the results of ResNet50 coupled
 with different data augmentation approaches. We also report the performance of the
 following ensembles:


1. EnsDA_all: this is the fusion by sum rule among all the ResNet50 trained using all
eleven data augmentation approaches; a separate ResNet50 is trained for each of the
data augmentation approaches. The virus data set has gray level images; for this
reason, the three data augmentation methods based on color (App6–8) perform poorly
on VIR, so these methods are not used for VIR.
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2. EnsDA_5: this is a fusion where only five ResNet50 networks are trained, a separate
 one on the first five data augmentation approaches (App1–5).


3. EnsBase: this is a baseline approach intended to validate the performance of EnsDA_all;


EnsBase is an ensemble (combined by sum rule) of eleven ResNet50 networks each
 trained only on App3, selected because it obtains the highest average performance
 among all the data augmentation approaches.


4. EnsBase_5: this is another baseline approach intended to validate the performance of
 EnsDA_5; it is an ensemble of five ResNet50 with each coupled with App3.


Table 2.Performance (accuracy) of the different configurations for data augmentation.


DataAUG VIR BARK GRAV POR


NoDA 85.53 87.48 97.66 86.29


App1 87.00 89.60 97.83 87.05


App2 86.87 90.17 98.08 85.97


App3 87.80 89.45 97.99 87.05


App4 86.33 87.91 97.74 84.90


App5 86.00 87.61 97.83 86.41


App6 – 88.63 98.08 87.37


App7 – 89.28 97.99 88.13


App8 – 87.29 97.74 86.06


App9 85.67 88.86 98.24 86.19


App10 84.20 86.39 98.41 85.10


App11 85.47 89.20 97.91 86.71


[29] 82.93 – – –


[33] 83.07 – – –


EnsDA_all 90.00 91.27 98.33 89.21


EnsDA_5 89.60 91.01 98.08 88.56


EnsBase 89.73 90.67 98.16 87.58


EnsBase_5 89.60 90.66 97.99 87.48


State of the art 89.60 90.40 98.21 80.09/90.08 *


* As noted above, for fair comparison, 80.09 is the best performance using their deep learning approach, but
 90.08 was obtained when combining handcrafted with deep learning features. Note: the virus data set has gray
 level images; for this reason, the three data augmentation methods based on color (App7–8) perform poorly on
 VIR, so these methods are not reported for this data set. Additionally, because of the low performance on VIR,
 [29,33] are not tested on BARK, GRAV, and POR. Bold values highlight the best results.


The first row of Table2(NoDA), reports performance obtained by a ResNet50 without
 data augmentation. The last row of Table2(State of the art) reports the best performance
 reported in the literature on each of the data sets: VIR [46], BARK [47], GRAV [17], and
 POR [15]). In [46], which reports the best performance on VIR, features were extracted from
 the deeper layers of three pretrained CNNs (Densenet201, ResNet50, and GoogleNet), trans-
 formed into a deep co-occurrence representation [48] and trained on separate SVMs that
 were finally fused by sum rule. As the deeper layers of a CNN produce high-dimensional
 features, dimensionality reduction was performed using DCT [49]. In [47], which obtains
 the best performance on the BARK data set, a method based on 2D spiral Markovian texture
 features (2DSCAR) via multivariate Gaussian distribution was trained on a 1-NN with
 Jeffery’s divergence as the distance measure. In [47], which provides the best performance
 on GRAV, several ensembles were built from extracted views using a set of basic classifiers
 that included an SVM and two merge-view models proposed in [50]. The best performing
 ensemble in that study was fused by weighted sum rule. In [15], the authors obtain 80.09%


on POR using their deep learning approach (the focus here) and 90.08% when combining
 handcrafted with deep learning features. For fair comparison, the 80.09% on the deep
 learners should be compared with our method.


Examining Table2, the following conclusions can be drawn:
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• Data augmentation approaches strongly boost performance, as evident by comparing
 the ensembles using augmentation to the low performance of NoDA (well known in
 the literature).


• There is no clear winner among the data augmentation approaches; in each data set,
 the best method is different.


• The best performance is obtained by EnsDA_all; this ensemble obtains the best perfor-
 mance, even when compared with the state of the art, on all the data sets. This result
 shows that varying data augmentation is a feasible way for building an ensemble of
 classifiers for image classification.


• Refs. [29,33], two previous methods for data augmentation based on PCA, clearly
 works poorly compared with our PCA-based approach.


Finally, in Tables 3and 4, we compare EnsDA_all with the best reported in the
 literature for VIR and BARK. As can be observed, our proposed method obtains state-of-
 the-art performance.


Table 3.Performance (accuracy) compared with the best in the literature on the VIR data set.


EnsDA_all [46] [51] [52] [53] [54] [14] [53] [55]


90.00 89.60 89.47 89.00 88.00 87.27 87.00 * 86.20 85.70


Note: the method notated with * combines descriptors based on both object scale and fixed scale images (as noted
 in Section3.3, the fixed scale data set is not publicly available); yet, even with this advantage, our proposed
 system outperforms [14].


Table 4.Comparison with the literature, BARK data set.


EnsDA_all [56] [57] [47] [16]


91.27 48.90 85.00 90.40 85.00


In [17], the best reported performance by the ensemble proposed in that paper was
 98.21%, lower than our 98.33%.


5. Discussion


The goal of this study was to compare combinations of the best image manipula-
 tion methods for generating new image data points. Original images and sets of many
 augmented images were trained, each on a separate ResNet50 network. In addition, two
 new augmentation methods were proposed: one based on the DWT and the other on the
 CQT transform. These networks were compared, combined, and evaluated across four
 benchmarks representing diverse image recognition tasks. The best ensemble proposed in
 this work achieved state-of-the-art performance across all four benchmarks, with the new
 data augmentation method based on DWT alone achieving top performance on one of the
 data sets.


This study demonstrates the power of combining data augmentation for increasing
 CNN performance. The method developed in this paper should perform well on many
 image classification problems. However, we recognize that the results reported here use
 only a few image manipulation methods for data augmentation and were tested on only
 four data sets. Based on the results reported in this study, our plans for the future include
 testing more sets of data augmentation approaches, including those based on deep learners,
 such as GANS, across many more data sets.


Author Contributions: Conceptualization, L.N., A.L. and S.B.; methodology, L.N.; software, L.N.


and M.P.; resources, M.P. and S.B.; writing—original draft preparation, L.N., A.L., M.P. and S.B.;


writing—review and editing, L.N., A.L., M.P. and S.B. All authors have read and agreed to the
 published version of the manuscript.


Funding:This research received no external funding.


Institutional Review Board Statement:Not applicable.



(11)J. Imaging2021,7, 254 11 of 13


Informed Consent Statement:Not applicable.


Data Availability Statement:Publicly available data sets were analyzed in this study. The MATLAB
 code for all the data augmentation methods is available athttps://github.com/LorisNanni(accessed
 on 24 November 2021).


Acknowledgments: The authors wish to acknowledge the NVIDIA Corporation for supporting
 this research with the donation of a Titan Xp GPU and the TCSC—Tampere Center for Scientific
 Computing for generous computational resources.


Conflicts of Interest:The authors declare no conflict of interest.


References


1. Landau, Y.E.; Kiryati, N. Dataset Growth in Medical Image Analysis Research.J. Imaging2021,7, 8.


2. Deng, J.; Dong, W.; Socher, R.; Li, L.; Li, K.; Fei-Fei, L. ImageNet: A large-scale hierarchical image database. In Proceedings of the
 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR 2009), Miami, FL, USA, 20–25 June 2009.


3. Shirke, V.; Walika, R.; Tambade, L. Drop: A Simple Way to Prevent Neural Network by Overfitting.Int. J. Res. Eng. Sci. Manag.


2018,1, 2581–5782.


4. Palatucci, M.; Pomerleau, D.A.; Hinton, G.E.; Mitchell, T.M. Zero-shot Learning with Semantic Output Codes. In Proceedings of
 the Advances in Neural Information Processing Systems 22: 23rd Annual Conference on Neural Information Processing Systems,
 Vancouver, BC, Canada, 7–10 December 2009.


5. Xian, Y.; Lampert, C.H.; Schiele, B.; Akata, Z. Zero-Shot Learning-A Comprehensive Evaluation of the Good, the Bad and the
 Ugly.IEEE Trans. Pattern Anal. Mach. Intell.2019,41, 2251–2265. [CrossRef]


6. Shorten, C.; Khoshgoftaar, T.M. A survey on Image Data Augmentation for Deep Learning.J. Big Data2019,6, 1–48. [CrossRef]


7. Naveed, H. Survey: Image Mixing and Deleting for Data Augmentation.arXiv2021, arXiv:2106.07085.


8. Khosla, C.; Saini, B.S. Enhancing Performance of Deep Learning Models with different Data Augmentation Techniques: A Survey.


In Proceedings of the International Conference on Intelligent Engineering and Management (ICIEM), London, UK, 17–19 June
 2020; pp. 79–85. [CrossRef]


9. Chlap, P.; Min, H.; Vandenberg, N.; Dowling, J.; Holloway, L.; Haworth, A. A review of medical image data augmentation
 techniques for deep learning applications.J. Med Imaging Radiat. Oncol.2021,65, 545–563. [CrossRef]


10. Lindner, L.; Narnhofer, D.; Weber, M.; Gsaxner, C.; Kolodziej, M.; Egger, J. Using Synthetic Training Data for Deep Learning-Based
 GBM Segmentation. In Proceedings of the 41st Annual International Conference of the IEEE Engineering in Medicine and Biology
 Society (EMBC), Berlin, Germany, 23–27 July 2019; pp. 6724–6729. [CrossRef]


11. Lu, C.-Y.; Rustia, D.J.A.; Lin, T.-T. Generative Adversarial Network Based Image Augmentation for Insect Pest Classification
 Enhancement.IFAC-PapersOnLine2019,52, 1–5. [CrossRef]


12. Shin, Y.; Qadir, H.A.; Balasingham, I. Abnormal Colon Polyp Image Synthesis Using Conditional Adversarial Networks for
 Improved Detection Performance.IEEE Access2018,6, 56007–56017. [CrossRef]


13. Velasco, G.A.; Holighaus, N.; Dörfler, M.; Grill, T. Constructing an invertible constant-q transform with nonstationary gabor frames.


In Proceedings of the 14th International Conference on Digital Audio Effects (DAFx 11), Paris, France, 19–23 September 2011.


14. Kylberg, G.; Uppström, M.; Sintorn, I.-M. Virus texture analysis using local binary patterns and radial density profiles. In
 Proceedings of the 18th Iberoamerican Congress on Pattern Recognition (CIARP), Pucón, Chile, 15–18 November 2011.


15. Liu, S.; Yang, J.; Agaian, S.S.; Yuan, C. Novel features for art movement classification of portrait paintings.Image Vis. Comput.


2021,108, 104121. [CrossRef]


16. Carpentier, M.; Giguère, P.; Gaudreault, J. Tree Species Identification from Bark Images Using Convolutional Neural Networks. In
 Proceedings of the IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Madrid, Spain, 1–5 October
 2018; pp. 1075–1081.


17. Bahaadini, S.; Noroozi, V.; Rohani, N.; Coughlin, S.; Zevin, M.; Smith, J.R.; Kalogera, V.; Katsaggelos, A. Machine learning for
 Gravity Spy: Glitch classification and dataset.Inf. Sci.2018,444, 172–186. [CrossRef]


18. Krizhevsky, A.; Sutskever, I.; Hinton, G.E. COPY ImageNet classification with deep convolutional neural networks.Adv. Neural
 Inf. Process. Syst.2012,25, 1106–1114. [CrossRef]


19. Shijie, J.; Ping, W.; Peiyi, J.; Siping, H. Research on data augmentation for image classification based on convolution neural
 networks. In Proceedings of the Chinese Automation Congress (CAC), Jinan, China, 20–22 October 2017.


20. Ronneberger, O.; Fischer, P.; Brox, T. U-Net: Convolutional networks for biomedical image segmentation. In Proceedings of
 the MICCAI: International Conference on Medical Image Computing and Computer-Assisted Intervention, Munich, Germany,
 5–9 October 2015.


21. Mikołajczyk, A.; Grochowski, M. Data augmentation for improving deep learning in image classification problem. In Proceedings
 of the International Interdisciplinary PhD Workshop (IIPhDW), Swinoujscie, Poland, 9–12 May 2018; pp. 117–122. [CrossRef]


22. Moreno-Barea, F.J.; Strazzera, F.; Jerez, J.M.; Urda, D.; Franco, L. Forward Noise Adjustment Scheme for Data Augmentation. In
 Proceedings of the 2018 IEEE Symposium Series on Computational Intelligence (SSCI), Bengaluru, India, 18–21 November 2018;


pp. 728–734.



(12)J. Imaging2021,7, 254 12 of 13


23. Krizhevsky, A. Learning Multiple Layers of Features from Tiny Images. University of Toronto. 2009. Available online:https:


//www.cs.toronto.edu/~{}kriz/learning-features-2009-TR.pdf(accessed on 24 November 2021).


24. Ojala, T.; Mäenpää, T.; Pietikäinen, M.; Viertola, J.; Kyllönen, J.; Huovinen, S. Outex: New framework for empirical evaluation
 of texture analysis algorithms. In Proceedings of the ICPR’02: Proceedings of the 16th International Conference on Pattern
 Recognition, Quebec City, QC, Canada, 11–15 August 2002; IEEE Computer Society: Washington, DC, USA, 2002; Volume 1.


25. Picard, R.; Graczyk, C.; Mann, S.; Wachman, J.; Picard, L.; Campbell, L. Vision Texture Database. Available online: http:


//vismod.media.mit.edu/pub/VisTex/VisTex.tar.gz(accessed on 24 November 2021).


26. Backes, A.R.; Casanova, D.; Bruno, O.M. Color texture analysis based on fractal descriptors.Pattern Recognit.2012,45, 1984–1992.


[CrossRef]


27. Kwitt, R.; Meerwald, P. Salzburg Texture Image Database (STex). Available online:https://wavelab.at/sources/STex/(accessed
 on 24 November 2021).


28. Porebski, A.; Vandenbroucke, N.; Macaire, L.; Hamad, D. A new benchmark image test suite for evaluating colour texture
 classification schemes.Multimed. Tools Appl.2013,70, 543–556. [CrossRef]


29. Caputo, B.; Hayman, E.; Mallikarjuna, P.B. Class-Specific Material Categorisation. In Proceedings of the IEEE International
 Conference on Computer Vision (ICCV), Beijing, China, 17–20 October 2005; pp. 1597–1604.


30. Bianconi, F.; Fernández, A.; González, E.; Saetta, S.A. Performance analysis of colour descriptors for parquet sorting.Expert Syst.


Appl.2013,40, 1636–1644. [CrossRef]


31. Cusano, C.; Napoletano, P.; Schettini, R. T1K+: A Database for Benchmarking Color Texture Classification and Retrieval Methods.


Sensors2021,21, 1010. [CrossRef]


32. Chatfield, K.; Simonyan, K.; Vedaldi, A.; Zisserman, A. Return of the Devil in the Details: Delving Deep into Convolutional Nets.


arXiv2014, arXiv:1405.3531.


33. Taylor, L.; Nitschke, G. Improving Deep Learning with Generic Data Augmentation. In Proceedings of the IEEE Symposium
 Series on Computational Intelligence (SSCI), Bengaluru, India, 18–21 November 2018; pp. 1542–1547.


34. Kang, G.; Dong, X.; Zheng, L.; Yang, Y. PatchShuffle Regularization.arXiv2017, arXiv:1707.07103.


35. Inoue, H. Data Augmentation by Pairing Samples for Images Classification.arXiv2018, arXiv:1801.02929.


36. Hendrycks, D.; Mu, N.; Cubuk, E.D.; Zoph, B.; Gilmer, J.; Lakshminarayanan, B. AugMix: A Simple Data Processing Method to
 Improve Robustness and Uncertainty.arXiv2020, arXiv:1912.02781.


37. Summers, C.; Dinneen, M.J. Improved Mixed-Example Data Augmentation. In Proceedings of the IEEE Winter Conference on
 Applications of Computer Vision (WACV), Waikoloa Village, HI, USA, 7–11 January 2019; pp. 1262–1270.


38. Liang, D.; Yang, F.; Zhang, T.; Yang, P. Understanding Mixup Training Methods.IEEE Access2018,6, 58774–58783. [CrossRef]


39. Zhong, Z.; Zheng, L.; Kang, G.; Li, S.; Yang, Y. Random Erasing Data Augmentation.arXiv2020, arXiv:1708.04896. [CrossRef]


40. Devries, T.; Taylor, G.W. Improved Regularization of Convolutional Neural Networks with Cutout.arXiv2017, arXiv:1708.04552.


41. Nanni, L.; Brahnam, S.; Ghidoni, S.; Maguolo, G. General Purpose (GenP) Bioimage Ensemble of Handcrafted and Learned
 Features with Data Augmentation.arXiv2019, arXiv:1904.08084.


42. Nalepa, J.; Myller, M.; Kawulok, M. Training- and Test-Time Data Augmentation for Hyperspectral Image Segmentation.IEEE
 Geosci. Remote. Sens. Lett.2020,17, 292–296. [CrossRef]


43. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep residual learning for image recognition. In Proceedings of the IEEE Conference on
 Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA, 27–30 June 2016.


44. Khan, A.M.; Rajpoot, N.; Treanor, D.; Magee, D. A Nonlinear Mapping Approach to Stain Normalization in Digital Histopathology
 Images Using Image-Specific Color Deconvolution.IEEE Trans. Biomed. Eng.2014,61, 1729–1738. [CrossRef]


45. Gupta, D.; Choubey, S. Discrete Wavelet Transform for Image Processing.Int. J. Emerg. Technol. Adv. Eng.2014,4, 598–602.


46. Nanni, L.; Ghidoni, S.; Brahnam, S. Deep features for training support vector machines.J. Imaging2021,7, 177. [CrossRef]


47. Remes, V.; Haindl, M. Rotationally Invariant Bark Recognition. In Proceedings of the IAPR International Workshops on Statistical
 Techniques in Pattern Recognition (SPR) and Structural and Syntactic Pattern Recognition (SSPR S+SSPR), Beijing, China,
 17–19 August 2018.


48. Forcen, J.I.; Pagola, M.; Barrenechea, E.; Bustince, H. Co-occurrence of deep convolutional features for image search.Image Vis.


Comput.2020,97, 103909. [CrossRef]


49. Feig, E.; Winograd, S. Fast algorithms for the discrete cosine transform.IEEE Trans. Signal Process.1992,49, 2174–2193. [CrossRef]


50. Xie, Y.; Lin, B.; Qu, Y.; Li, C.; Zhang, W.; Ma, L.; Wen, Y.; Tao, D. Joint Deep Multi-View Learning for Image Clustering.IEEE Trans.


Knowl. Data Eng.2021,33, 3594–3606. [CrossRef]


51. Nanni, L.; Luca, E.D.; Facin, M.L. Deep learning and hand-crafted features for virus image classification.J. Imaging2020,6, 143.


[CrossRef] [PubMed]


52. Geus, A.R.; Backes, A.R.; Souza, J.R. Variability Evaluation of CNNs using Cross-validation on Viruses Images. In Proceedings of
 the VISIGRAPP 2020: 15th International Joint Conference on Computer Vision, Imaging and Computer Graphics Theory and
 Applications, Valletta, Malta, 27–29 February 2020.


53. Wen, Z.-J.; Liu, Z.; Zong, Y.; Li, B. Latent Local Feature Extraction for Low-Resolution Virus Image Classification.J. Oper. Res. Soc.


China2020,8, 117–132. [CrossRef]


54. ABackes, R.; Junior, J.J. Virus Classification by Using a Fusion of Texture Analysis Methods. In Proceedings of the International
Conference on Systems, Signals and Image Processing (IWSSIP), Niteroi, Rio de Janeiro, Brazil, 1–3 July 2020; pp. 290–295.



(13)J. Imaging2021,7, 254 13 of 13


55. De Santosa, F.L.C.; Paci, M.; Nanni, L.; Brahnam, S.; Hyttinen, J. Computer vision for virus image classification.Biosyst. Eng.2015,
 138, 11–22. [CrossRef]


56. Boudra, S.; Yahiaoui, I.; Behloul, A. A set of statistical radial binary patterns for tree species identification based on bark images.


Multimed. Tools Appl.2021,80, 22373–22404. [CrossRef]


57. Remeš, V.; Haindl, M. Bark recognition using novel rotationally invariant multispectral textural features.Pattern Recognit Lett.


2019,125, 612–617. [CrossRef]





    
  




      
      
        
      


            
    
        Viittaukset

        
            	
                        
                    



            
                View            
        

    


      
        
          

                    Lataa nyt ( PDF - 13 sivua - 2.10 MB )
            

      


      
      
        
  LIITTYVÄT TIEDOSTOT

  
    
      
          
        
            Hihnakuljettimien käytön
        
      

        Jos valaisimet sijoitetaan hihnan yläpuolelle, ne eivät yleensä valaise kuljettimen alustaa riittävästi, jolloin esimerkiksi karisteen poisto hankaloituu.. Hihnan

    
      
          
        
            +\Yl#Nl\WW|OLLWW\PlVXXQQLWWHOX OlKWHH#Nl\W|Q#WDUSHLVWD
        
      

        Helppokäyttöisyys on laitteen ominai- suus. Mikään todellinen ominaisuus ei synny tuotteeseen itsestään, vaan se pitää suunnitella ja testata. Käytännön projektityössä

    
      
          
        
            aerodynamiikkaan ja kuormituksiin
        
      

        Tornin värähtelyt ovat kasvaneet jäätyneessä tilanteessa sekä ominaistaajuudella että 1P- taajuudella erittäin voimakkaiksi 1P muutos aiheutunee roottorin massaepätasapainosta,

    
      
          
        
            Notes on the Two-Level Morphology
        
      

        Currently, there are two common ways to describe and handle  morphophonemic alternations in morphological analysis: the two-level  model and the cascaded rewrite rule model.. Both

    
      
          
        
            increase in the number of migrants and refugees coming from its Southeastern borders, which put the national border controls and migration manage-
        
      

        The new European Border and Coast Guard com- prises the European Border and Coast Guard Agency,  namely Frontex, and all the national border control  authorities in the member

    
      
          
        
            THE SECURITY STRATEGIES OF THE US, CHINA, RUSSIA AND THE EU 56
        
      

        The US and the European Union feature in multiple roles. Both are  identified as responsible for “creating a chronic seat of instability in Eu- rope and in the immediate vicinity

    
      
          
        
            BRIEFING  PAPER 
        
      

        Indeed, while strongly criticized by human rights  organizations, the refugee deal with Turkey is seen by  member states as one of the EU’s main foreign poli- cy achievements of

    
      
          
        
            1 1
        
      

        However, the pros- pect of endless violence and civilian  sufering with an inept and corrupt  Kabul government prolonging the  futile fight with external support  could have been

      



      

    

    
            
            
      
  LIITTYVÄT TIEDOSTOT

  
          
        
    
        
    
    
        
            THE LOWER THE PRICE, THE WORSE THE IMAGE?
        
        
            
                
                    
                    117
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            Lausunto tilintarkastustyöryhmän muistiosta
        
        
            
                
                    
                    5
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            The ICE LAW Project, Two Years On
        
        
            
                
                    
                    3
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            Minimum error contrast enhancement
        
        
            
                
                    
                    14
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            A histochemical double staining protocol for GABA-α2 and CAMKII in hippocampal neurons using PGC-1α transgenic mice as an example
        
        
            
                
                    
                    39
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            Turvepohjaisen F-T-dieselin  tuotannon ja käytön 
        
        
            
                
                    
                    52
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            VTT TIEDOTTEITA 2259
        
        
            
                
                    
                    96
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

          
        
    
        
    
    
        
            T Meriliikenteen turvallisuudestaSuomenlahdella
        
        
            
                
                    
                    4
                

                
                    
                    0
                

                
                    
                    0
                

            

        

    


      

      


              
          
            
          

        

          

  




  
  
  
    
      
        Yhtiö

        	
             Tietoa meistä 
          
	
            Sitemap

          


      

      
        Ota Yhteyttä  &  Apua

        	
             Ota yhteyttä
          
	
             Feedback
          


      

      
        Oikeustieteellinen

        	
             Käyttöehdot
          
	
             Tietosuojakäytäntö
          


      

      
        Social

        	
            
              
                
              
              Linkedin
            

          
	
            
              
                
              
              Facebook
            

          
	
            
              
                
              
              Twitter
            

          
	
            
              
                
              
              Pinterest
            

          


      

      
        Hanki ilmaiset sovelluksemme

        	
              
                
              
            


      

    

    
      
        
          Koulut
          
            
          
          Aiheet
                  

        
          
                        Kieli:
            
              Suomi
              
                
              
            
          

          Copyright 9pdf.co © 2024

        

      

    

  




    



  
        
        
        
          


        
    
  
  
  




     
     

    
        
            
                

            

            
                                 
            

        

    




    
        
            
                
                    
                        
                            
  

                            

                        
                            
  

                            

                        
                            
  

                            

                        
                            
  

                            

                        
                            
  

                            

                    

                    
                        

                        

                        

                        
                            
                                
                                
                                    
                                

                            

                        
                    

                    
                        
                            
                                
  

                                
                        

                        
                            
                                
  

                                
                        

                    

                

                                    
                        
                    

                            

        

    


